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An example of decision making
• Does predictive models guide decision making?
• System changes algorithm from A to B at some point.
• Is the new algorithm B better?
• Say algorithm that provides promotion or discount link to different 

customers
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An example of decision making

• Measure success rate (SR)
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Old Algorithm (A) New Algorithm (B) 

50/1000 (5%) 54/1000 (5.4%) 

New algorithm increases overall success rate, so it is better?

Old Algorithm (A) New Algorithm (B)  
Low-income Users 10/400 (2.5%) 4/200 (2%) 
High-income Users 40/600 (6.6%) 50/800 (6.2%) 
Overall 50/1000 (5%) 54/1000 (5.4%) 

Which is better?



Decision Making with Causality
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• Causal Effect Estimation is necessary for decision making!

Causal effect estimation plays an 
important role on decision making!



A practical definition

Definition: T causes Y if and only if 
changing T leads to a change in Y,
keep everything else constant.

Causal effect is defined as the magnitude by which Y is changed 
by a unit change in T.

Two key points: changing T, keeping everything else constant

http://plato.stanford.edu/entries/causation-mani/

http://plato.stanford.edu/entries/causation-mani/


Problem of Treatment Effect Estimation
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• Treatment Variable: 𝑇𝑇 = 1 or 𝑇𝑇 = 0
• Potential Outcome: 𝑌𝑌(𝑇𝑇 = 1) and 𝑌𝑌(𝑇𝑇 = 0)
• Individual Treatment Effect (ITE)

• Average Treatment Effect (ATE):

Counterfactual problem:                    or

𝐼𝐼𝐼𝐼𝐼𝐼(𝑖𝑖) = 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 = 1 − 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 = 0

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸[𝑌𝑌 𝑇𝑇 = 1 − 𝑌𝑌 𝑇𝑇 = 0 ]

𝑌𝑌 𝑇𝑇 = 1 𝑌𝑌 𝑇𝑇 = 0



Randomized Experiments are the “Gold Standard”
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• Drawbacks of randomized experiments:
• Cost
• Unethical

• Two key points: changing T, keeping everything else constant



Causal Inference with Observational Data
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• Definition of ATE:
• In observational data, we have units with different T:

• Can we estimate ATE by directly comparing the average 
outcome between groups with T=1 and T=0?

• No, because confounders X might not be constant

• Two key points:
• Changing T (T=1 and T=0)
• Keeping everything else (Confounder X) constant

8

𝐸𝐸[𝑌𝑌 𝑇𝑇 = 1 ] and 𝐸𝐸[𝑌𝑌 𝑇𝑇 = 0 ]

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸[𝑌𝑌 𝑇𝑇 = 1 − 𝑌𝑌 𝑇𝑇 = 0 ]



Causal Inference with Observational Data
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• Definition of ATE:
• In observational data, we have units with different T:

• Can we estimate ATE by directly comparing the average 
outcome between groups with T=1 and T=0?

• No, because confounders X might not be constant

• Two key points:
• Changing T (T=1 and T=0)
• Keeping everything else (Confounder X) constant
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𝐸𝐸[𝑌𝑌 𝑇𝑇 = 1 ] and 𝐸𝐸[𝑌𝑌 𝑇𝑇 = 0 ]

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸[𝑌𝑌 𝑇𝑇 = 1 − 𝑌𝑌 𝑇𝑇 = 0 ]

Balancing Confounders’ Distribution



Related Work

• Matching Methods
• Exactly Matching, Coarse Matching
• Poor performance in high dimensional settings

• Propensity Score based Methods
• Propensity score 
• Matching, Weighting, Doubly Robust 
• Treat all observed variables as confounders, 

and ignore the non-confounders
• Mainly designed for binary treatment
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Related Work

• Representation Learning based Methods
• Similar representation between treatment groups.
• Accurate prediction on factual/counterfactual outcome

• Confounder differentiation, binary treatment, might ignore confounders
11Shalit U, Johansson F D, Sontag D. Estimating individual treatment effect: generalization bounds and algorithms. ICML 2017.



Standard Assumptions for Causal Inference
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• A1: Stable Unit Treatment Value (SUTVA): The effect of treatment 
on a unit is independent of the treatment assignment of other units

• A2: Unconfounderness: The distribution of treatment is independent 
of potential outcome when given the observed variables

• A3: Overlap: Each unit has nonzero probability to receive 
either treatment status when given the observed variables

𝑃𝑃 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗 ,𝑋𝑋𝑖𝑖 = 𝑃𝑃 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 ,𝑋𝑋𝑖𝑖

𝑇𝑇 ⊥ 𝑌𝑌 0 ,𝑌𝑌 1 | 𝑋𝑋

0 < 𝑃𝑃 𝑇𝑇 = 1 𝑋𝑋 = 𝑥𝑥 < 1



New Challenges in Complex Environments
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• Challenge 1: High dimensional variables, but NOT all 
variables are confounders.

• Challenge 2: Unobserved confounders, NOT all 
confounders are observed. IV based method is a great 
approach for the problem, but limited to linear and 
requires pre-defined IV.

• Challenge 3: Complex Treatments without SUTVA 
assumption



Challenge 1: High dimensional variables
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• With SUTVA, Unconfounderness, and Overlap Assumptions

• In complex environment, we may collect high-dimensional 
variables, including confounders and noisy variables

• But NOT all observed/collected variables are confounders, and 
including non-confounders might bring new bias

• How to automatically select the confounders for causal inference?



Learning Decomposed Representation for Counterfactual Inference
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Kuang K, Cui P, Li B, et al. Treatment effect estimation with data-driven variable decomposition [C]. AAAI, 2017 
Kuang K, Cui P, et al. Data-Driven Variable Decomposition for Treatment Effect Estimation, TKDE, 2020
Wu A, Yuan J, Kuang K, et al. Learning decomposed representations for treatment effect estimation[J]. TKDE, 2022.

• All variables can be 
separated into 3 parts: IV, 
Confounders, Adjustment 
variables.

• Including IV will bring 
bias for causal inference.

• Including adjustment 
variables can help to 
reduce the variance.
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• Three decomposed representation networks
• 𝐼𝐼 𝑋𝑋 , 𝐶𝐶 𝑋𝑋 , 𝐴𝐴 𝑋𝑋

• Three decomposition and balancing regularizers
• Confounder identification: 𝐴𝐴 𝑋𝑋 ⊥ 𝑇𝑇, 𝐼𝐼 𝑋𝑋 ⊥ 𝑌𝑌 | 𝑇𝑇
• Confounder balancing: 𝑤𝑤 ⋅ 𝐶𝐶(𝑋𝑋) ⊥ 𝑇𝑇

• Two regression networks
• 𝑌𝑌 𝑇𝑇 = 1 , 𝑌𝑌(𝑇𝑇 = 0)

• Orthogonal Regularizer for Decomposition

Wu A, Yuan J, Kuang K, et al. Learning decomposed representations for treatment effect 
estimation[J]. IEEE Transactions on Knowledge and Data Engineering, 2022.

Learning Decomposed Representation for Counterfactual Inference



17

Wu A, Yuan J, Kuang K, et al. Learning decomposed representations for treatment effect 
estimation[J]. IEEE Transactions on Knowledge and Data Engineering, 2022.

Learning Decomposed Representation for Counterfactual Inference
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Wu A, Yuan J, Kuang K, et al. Learning decomposed representations for treatment effect 
estimation[J]. IEEE Transactions on Knowledge and Data Engineering, 2022.

Learning Decomposed Representation for Counterfactual Inference
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Wu A, Yuan J, Kuang K, et al. Learning decomposed representations for treatment effect 
estimation[J]. IEEE Transactions on Knowledge and Data Engineering, 2022.

Learning Decomposed Representation for Counterfactual Inference

Designed for pre-treatment/outcome variables.
How about with post-treatment/outcome variables?



Adjustment Feature Selection
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Haotian Wang, Kun Kuang, et.al. Treatment Effect Estimation with Adjustment Feature Selection, KDD, 2023.

Additional Assumption: NO mediator
Theoretical Results: Optimal features are the confounders and outcome-
related covariates

How to select the optimal features?



Adjustment Feature Selection
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• Semi-parametric Inference
• Definition: The statistical model 𝑀𝑀 is indexed by 
 Parameter of Interest 𝛾𝛾(𝑃𝑃): finite dimension (e.g., ATE)
 Nuisance parameter: infinite dimension
 Asymptotic Linear: 𝑛𝑛 𝑇𝑇 𝑛𝑛 − 𝛾𝛾 𝑃𝑃 = 1

𝑛𝑛
∑𝑖𝑖=1𝑛𝑛 𝐷𝐷𝑖𝑖 𝑉𝑉 + 𝑜𝑜𝑝𝑝(1)

 Influence Function: 𝐷𝐷 𝑉𝑉
 Estimator: 𝑇𝑇 𝑛𝑛 (e.g., Estimator of ATE)

 Efficient Influence Function 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 𝑉𝑉 should achieve the Cramer-Rao 
Lower Bound (CRLB)

• Efficient Influence Function of ATE estimation:
𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 𝑉𝑉 = I(T=1)−I(T=0)

𝜋𝜋T(V)
Y −𝑚𝑚V

T(Y) + 𝑚𝑚V
T=1 Y −𝑚𝑚V

T=0 Y − 𝛾𝛾 𝑃𝑃

Where 𝜋𝜋T V : propensity score, 𝑚𝑚V
T(Y): regression model



Adjustment Feature Selection
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• Asymptotic Normality:
 𝐸𝐸 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 𝑉𝑉 = 0

 𝑛𝑛(𝛾𝛾( �𝑃𝑃) − 𝛾𝛾(𝑃𝑃)) ⟶
𝑑𝑑
𝑁𝑁 0, Var 𝐷𝐷eff(V)

• Our Goal: Identify the adjustment sets V that achieves minimal 
asymptotic variance 𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷eff V)

• Optimality of V: 𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷eff V) is minimized if and only if V = {X, Z}

• Objective Function: 𝑅𝑅OAF(𝑉𝑉) = 𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷eff V)

• Empirical Estimator: �ROAF(V) = 1
𝑛𝑛
∑𝑖𝑖=1𝑛𝑛 𝐼𝐼 t𝑖𝑖=1 −𝐼𝐼 t𝑖𝑖=0

�𝜋𝜋t𝑖𝑖�v𝑖𝑖
y𝑖𝑖 − 𝑚𝑚t𝑖𝑖 v𝑖𝑖

2

Haotian Wang, Kun Kuang, et.al. Treatment Effect Estimation with Adjustment Feature Selection, KDD, 2023.



Adjustment Feature Selection
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• How to select the optimal features V={X,Z}? It’s a combinatorial 
optimization problem !

• Reinforcement Learning for Optimization:
• Taking the variable selection as an end-to-end differentiable process
• Using masks to select variables

Haotian Wang, Kun Kuang, et.al. Treatment Effect Estimation with Adjustment Feature Selection, KDD, 2023.



Adjustment Feature Selection

Haotian Wang, Kun Kuang, et.al. Treatment Effect Estimation with Adjustment Feature Selection, KDD, 2023.

• Datasets:  Linear Synthetic, Non-linear Synthetic, IHDP, Twins
• Metric:  MAE error: 𝜖𝜖ATE = |ATE − �ATE| Feature selection accuracy: 𝐴𝐴𝐴𝐴𝐴𝐴 =

�𝑀𝑀−𝐌𝐌0 1
𝑑𝑑



Challenge 2: Unobserved confounders
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Standard Assumptions for Causal Inference:
• A2: Unconfounderness: The distribution of treatment is independent of 

potential outcome when given the observed variables

• In complex environments, NOT all confounder can be observed, 
i.e., the unconfounderness assumption is not satisfied.

• How to remove the bias from those unobserved confounders?

𝑇𝑇 ⊥ 𝑌𝑌 0 ,𝑌𝑌 1 | 𝑋𝑋



Instrumental Variable Regression

26

Conditions of IV (instrumental variable)
• Relevance: 𝑃𝑃(𝑇𝑇|𝑍𝑍) ≠ 𝑃𝑃(𝑇𝑇)
• Exclusion: 𝑃𝑃(𝑌𝑌|𝑍𝑍,𝑇𝑇,𝑈𝑈) ≠ 𝑃𝑃(𝑌𝑌|𝑇𝑇,𝑈𝑈)
• Unconfounded: 𝑍𝑍 ⊥ 𝑈𝑈

2SLS:
Stage 1: regressing 𝑇𝑇 on 𝑍𝑍 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇)

Requiring pre-defined IVs,
Limited to linear setting



Non-linear Instrumental Variable Regression
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Confounder Balancing + IV Regression

Non-linear IV regression (DeepIV, KernelIV et.al)

Stage 1: regressing 𝑇𝑇 on 𝑍𝑍 and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍,𝑋𝑋)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 and 𝑋𝑋 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,𝑋𝑋)

Stage 1 regression brings 
confounding bias in stage 2



Confounder Balanced Instrumental Variable Regression
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CB-IV (Confounder Balanced IV regression):

Stage1 (Treatment regression): regressing 𝑇𝑇 on 𝑍𝑍 and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍,𝑋𝑋)
Confounder balancing: learning a balanced confounder representation ϕ(𝑋𝑋) such that �𝑇𝑇 ⊥ ϕ(𝑋𝑋)

�𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,ϕ(𝑋𝑋))Stage 2 (Outcome regression): regressing 𝑌𝑌 on �𝑇𝑇 and ϕ(𝑋𝑋)

Wu A, Kuang K, Li B, et al. Instrumental Variable Regression with Confounder Balancing, ICML 2022



Confounder Balanced Instrumental Variable Regression
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Wu A, Kuang K, Li B, et al. Instrumental Variable Regression with Confounder Balancing, ICML 2022

IV based methods

Confounder balancing 
based methods

Requiring 
pre-defined IVs



AutoIV: Counterfactual Learning with Unobserved 
Confounders via Automatically generating IVs
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Conditions of IV
• Relevance: 𝑃𝑃(𝑇𝑇|𝑍𝑍) ≠ 𝑃𝑃(𝑇𝑇)
• Exclusion: 𝑃𝑃(𝑌𝑌|𝑍𝑍,𝑇𝑇,𝐶𝐶) ≠ 𝑃𝑃(𝑌𝑌|𝑇𝑇,𝐶𝐶)
• Unconfounded: 𝑍𝑍 ⊥ 𝐶𝐶

Mutual Information
Representation Learning

Yuan J, Wu A, Kuang K, et al. Auto IV: Counterfactual Prediction via Automatic Instrumental 
Variable Decomposition[J]. TKDD, 2022.

But exclusion might not be satisfied



AutoIV: Counterfactual Learning with Unobserved 
Confounders via Automatically generating IVs

34

Yuan J, Wu A, Kuang K, et al. Auto IV: Counterfactual Prediction via Automatic Instrumental 
Variable Decomposition[J]. TKDD, 2022.



Challenge 3: Complex Treatments
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Standard Assumptions for Causal Inference:
• A1: Stable Unit Treatment Value (SUTVA): The effect of treatment on a 

unit is independent of the treatment assignment of other units

• In complex environments, for example, in social network, the 
treatment might not satisfy the SUTVA assumption.

• How to precisely estimate the effect of complex treatments?

𝑃𝑃 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗 ,𝑋𝑋𝑖𝑖 = 𝑃𝑃 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 ,𝑋𝑋𝑖𝑖



NetIV: Networked Instrumental Variable for Treatment 
Effect Estimation with Unobserved Confounders

36
Ziyu Zhao, Kun Kuang, Fei Wu, et.al. NetIV: Networked Instrumental Variable for Treatment 
Effect Estimation with Unobserved Confounders, working paper.

A part of neighboring information can  serve as the role of IV, called NetIV.



NetIV: Networked Instrumental Variable for Treatment 
Effect Estimation with Unobserved Confounders

3737
Ziyu Zhao, Kun Kuang, Fei Wu, et.al. NetIV: Instrumental Variable Regression for Treatment 
Effect Estimation with Networked Observational Data, working paper.

Stage 1: regressing 𝑇𝑇 on 𝑍𝑍 and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍,𝑋𝑋)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 and 𝑋𝑋 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,𝑋𝑋)

Non-linear IV regression (DeepIV, KernelIV et.al)

Stage 1: regressing 𝑇𝑇 on {𝑍𝑍,𝑉𝑉} and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔( 𝑍𝑍,𝑉𝑉 ,𝑋𝑋)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 and 𝑋𝑋 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,𝑋𝑋)

Proposed NetIV regression:

Stage 2 might bring bias of V if the model is mis-specified.



Summary: Causal Inference in Complex Environments

• Challenge 1: High dimensional variables, but NOT all variables are 
confounders.
DeR-CFR, OFA: confounders and adjustment features selection
• Challenge 2: Unobserved confounders, NOT all confounders are 

observed. IV based method is a great approach for the problem, but 
limited to linear and requires pre-defined IV.
CB-IV: from linear-IV regression to Non-linear IV regression
AutoIV: generating a representation to serve as the role of IV
• Challenge 3: Complex Treatments without SUTVA assumption
NetIV: a part of neighboring information to serve as the role of IV



IVs in Causal Inference and Machine Learning

Anpeng Wu, Kun Kuang, Ruoxuan Xiong, Fei Wu, Instrumental Variables in Causal 
Inference and Machine Learning: A Survey[J]. arXiv preprint arXiv:2212.05778, 2022.



IVs in Causal Inference and Machine Learning

Anpeng Wu, Kun Kuang, Ruoxuan Xiong, Fei Wu, Instrumental Variables in Causal 
Inference and Machine Learning: A Survey[J]. arXiv preprint arXiv:2212.05778, 2022.



Pacific Causal Inference Conference 2023

Thank You!
Kun Kuang

kunkuang@zju.edu.cn
Homepage: https://kunkuang.github.io/

mailto:kunkuang@zju.edu.cn
https://kunkuang.github.io/
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