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An example of decision making
• Does predictive models guide decision making?
• When should the System change algorithm from A to B?
• Is the new algorithm B better?
• Say algorithm that provides promotion or discount link to a 
different customers
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An example of decision making
• Measure success rate (SR)
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Old Algorithm (A) New Algorithm (B) 

50/1000 (5%) 54/1000 (5.4%) 

New algorithm increases overall success rate, so it is better?

Old Algorithm (A) New Algorithm (B)  
Low-income Users 10/400 (2.5%) 4/200 (2%) 
High-income Users 40/600 (6.6%) 50/800 (6.2%) 
Overall 50/1000 (5%) 54/1000 (5.4%) 

Which is better?



Decision Making with Causality

•Causal Effect Estimation is necessary for decision making!
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Causal effect estimation plays an 
important role on decision making!



A practical definition
Definition: T causes Y if and only if 

changing T leads to a change in Y,
keep everything else constant.

Causal effect is defined as the magnitude by which Y is 
changed by a unit change in T.

Two key points: changing T, keeping everything else constant
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http://plato.stanford.edu/entries/causation-mani/

http://plato.stanford.edu/entries/causation-mani/


Treatment Effect Estimation
• Treatment Variable: 𝑇𝑇 = 1 or 𝑇𝑇 = 0
• Potential Outcome: 𝑌𝑌(𝑇𝑇 = 1) and 𝑌𝑌(𝑇𝑇 = 0)
• Individual Treatment Effect (ITE)

• Average Treatment Effect (ATE):

Counterfactual problem:                          or
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𝐼𝐼𝑇𝑇𝐼𝐼(𝑖𝑖) = 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 = 1 − 𝑌𝑌𝑖𝑖 𝑇𝑇𝑖𝑖 = 0

𝐴𝐴𝑇𝑇𝐼𝐼 = 𝐼𝐼[𝑌𝑌 𝑇𝑇 = 1 − 𝑌𝑌 𝑇𝑇 = 0 ]

𝑌𝑌 𝑇𝑇 = 1 𝑌𝑌 𝑇𝑇 = 0



Randomized Experiments are the “Gold Standard”

• Drawbacks of randomized experiments:
• Cost
• Unethical
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Two key points: changing T, keeping everything else constant



Causal Inference with Observational Data
• Definition of ATE:
• In observational data, we have units with different T:

• Can we estimate ATE by directly comparing the average 
outcome between groups with T=1 and T=0?
• No, because confounders X might not be constant

• Two key points:
• Changing T (T=1 and T=0)
• Keeping everything else (Confounder X) constant
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𝐼𝐼[𝑌𝑌 𝑇𝑇 = 1 ] or 𝐼𝐼[𝑌𝑌 𝑇𝑇 = 0 ]

𝐴𝐴𝑇𝑇𝐼𝐼 = 𝐼𝐼[𝑌𝑌 𝑇𝑇 = 1 − 𝑌𝑌 𝑇𝑇 = 0 ]



Causal Inference with Observational Data
• Counterfactual problem: 
• In observational data, we have units with different T:

• Can we estimate ATE by directly comparing the average 
outcome between groups with T=1 and T=0?
• No, because confounders X might not be constant

• Two key points:
• Changing T (T=1 and T=0)
• Keeping everything else (Confounder X) constant
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𝐼𝐼[𝑌𝑌 𝑇𝑇 = 1 ] or 𝐼𝐼[𝑌𝑌 𝑇𝑇 = 0 ]

𝑌𝑌 𝑇𝑇 = 1 or 𝑌𝑌 𝑇𝑇 = 0

Balancing Confounders’ Distribution



Related Work
•Matching Methods

• Exactly Matching, Coarse Matching
• Poor performance in high dimensional settings

•Propensity Score based Methods
• Propensity score 
• Matching, Weighting, Doubly Robust 
• Treat all observed variables as confounders, 
and ignore the non-confounders

• Mainly designed for binary treatment
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Related Work
•Representation Learning based Methods

• Similar representation between treatment groups.
• Accurate prediction on factual/counterfactual outcome

• Confounder differentiation, binary treatment, might ignore confounders
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Shalit U, Johansson F D, Sontag D. Estimating individual treatment effect: generalization bounds and algorithms. ICML 2017.



New challenges in Big Data era
•Automatically separate confounders

• Not all observed variables are confounders
• Data-Driven Variables Decomposition (D2VD, DeR-CFR)

•Remove unobserved confounding bias
• Not all confounders are observed
• Automatic Instrumental Variable Decomposition (AutoIV, GIV)

•Continuous/Complex treatment effect estimation
• Treatment variables are not always binary
• Generative Adversarial De-confounding (GAD, CRNet)
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Instrumental Variable Regression
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Conditions of IV (instrumental variable)
• Relevance: 𝑃𝑃(𝑇𝑇|𝑍𝑍) ≠ 𝑃𝑃(𝑇𝑇)
• Exclusion: 𝑃𝑃(𝑌𝑌|𝑍𝑍,𝑇𝑇,𝑈𝑈) ≠ 𝑃𝑃(𝑌𝑌|𝑇𝑇,𝑈𝑈)
• Unconfounded: 𝑍𝑍 ⊥ 𝑈𝑈

2SLS:
Stage 1: regressing 𝑇𝑇 on 𝑍𝑍 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇)

Assuming the additive 
separability of noise 𝑈𝑈

and
Limited to linear setting



Non-linear Instrumental Variable Regression
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Confounder Balancing + IV Regression

Non-linear IV regression (DeepIV, KernelIV et.al)

Stage 1: regressing 𝑇𝑇 on 𝑍𝑍 and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍,𝑋𝑋)
Stage 2: regressing 𝑌𝑌 on �𝑇𝑇 and 𝑋𝑋 �𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,𝑋𝑋)

Stage 1 regression brings 
confounding bias in stage 2



Confounder Balanced Instrumental Variable Regression
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CB-IV (Confounder Balanced IV regression):

Stage1 (Treatment regression): regressing 𝑇𝑇 on 𝑍𝑍 and 𝑋𝑋 �𝑇𝑇 = �𝑔𝑔(𝑍𝑍,𝑋𝑋)
Confounder balancing: learning a balanced confounder representation ϕ(𝑋𝑋) such that �𝑇𝑇 ⊥ ϕ(𝑋𝑋)

�𝑌𝑌 = 𝑓𝑓( �𝑇𝑇,ϕ(𝑋𝑋))Stage 2 (Outcome regression): regressing 𝑌𝑌 on �𝑇𝑇 and ϕ(𝑋𝑋)

Wu A, Kuang K, Li B, et al. Instrumental Variable Regression with Confounder Balancing, ICML 2022



Confounder Balanced Instrumental Variable Regression

19

IV regression 
based methods

Confounder balancing 
based methods

Require a well predefined valid IV

Wu A, Kuang K, Li B, et al. Instrumental Variable Regression with Confounder Balancing, ICML 2022



No-predefined IV: Confounded IVs
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Confounded IVs:
 Violation on Unconfounded Instrument: 𝑍𝑍𝑖𝑖 correlates to 𝐼𝐼 conditioning on 𝑋𝑋
 Often happens in real cases and leads to failure of all IV methods.

Our setting:
 {𝑍𝑍𝑖𝑖}𝑖𝑖=1𝑚𝑚 represents candidates for IV
 A subset of {𝑍𝑍𝑖𝑖}𝑖𝑖=1𝑚𝑚 are valid, while others are confounded IVs

Our Goal:
 Estimating Individual Causal Effect

Haotian Wang, Wenjing Yang, Longqi Yang, Anpeng Wu, Liyang Xu, Jing Ren, Fei Wu, Kun Kuang. 
Estimating Individualized Causal Effect with Confounded Instruments. KDD 2022



CVAE-IV: Constructing substitute for unobserved confounders

Conditional Independence Criteria:
• Generating 𝐼𝐼′ such that  𝑌𝑌 ⊥ 𝑍𝑍1,𝑍𝑍2, … … ,𝑍𝑍𝑚𝑚 | 𝐼𝐼′,𝑇𝑇,𝑋𝑋
• 𝐼𝐼′ captures the info of confounders from 𝐼𝐼 rather than recovers 𝐼𝐼



CVAE-IV: Constructing substitute for confounders

• Conditional Independence Criteria:

• Generating 𝐼𝐼′ such that  𝑌𝑌 ⊥ 𝑍𝑍1,𝑍𝑍2, … … ,𝑍𝑍𝑚𝑚 | 𝐼𝐼′,𝑇𝑇,𝑋𝑋

• 𝐼𝐼′ captures 𝐼𝐼 rather than recovers 𝐼𝐼

• Constructing the conditional variational autoencoder model (CVAE) 

• Variational inference:

• Separating construction of outcome from that of IVs:

• Constructing the IVs using Cholesky 
approximation:

• Isotropic Gaussian eliminates the dependence among 
{𝑍𝑍𝑖𝑖}𝑖𝑖=1𝑚𝑚

• Estimating covariance matrix of {𝑍𝑍𝑖𝑖}𝑖𝑖=1𝑚𝑚 using Cholesky 
decomposition

• Reconstruction of {𝑍𝑍𝑖𝑖}𝑖𝑖=1𝑚𝑚

• Constructing the IVs using Cholesky 
approximation:



Haotian Wang, Wenjing Yang, Longqi Yang, Anpeng Wu, Liyang Xu, Jing Ren, Fei Wu, Kun Kuang. 
Estimating Individualized Causal Effect with Confounded Instruments. KDD 2022

No-predefined IV: Confounded IVs



AutoIV: Counterfactual Learning with Unobserved 
Confounders via Automatically generating IVs

24

Conditions of IV
• Relevance: 𝑃𝑃(𝑇𝑇|𝑍𝑍) ≠ 𝑃𝑃(𝑇𝑇)
• Exclusion: 𝑃𝑃(𝑌𝑌|𝑍𝑍,𝑇𝑇,𝐶𝐶) ≠ 𝑃𝑃(𝑌𝑌|𝑇𝑇,𝐶𝐶)
• Unconfounded: 𝑍𝑍 ⊥ 𝐶𝐶

Mutual Information
Representation Learning

Yuan J, Wu A, Kuang K, et al. Auto IV: Counterfactual Prediction via Automatic Instrumental 
Variable Decomposition[J]. TKDD, 2022.

But exclusion might not be satisfied



AutoIV: Counterfactual Learning with Unobserved 
Confounders via Automatically generating IVs
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Yuan J, Wu A, Kuang K, et al. Auto IV: Counterfactual Prediction via Automatic Instrumental 
Variable Decomposition[J]. TKDD, 2022.



IVs in Causal Inference and Machine Learning
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Survey structure

2.1. Definition and 
Notations

3. Identification 4. Two-Stage Least 
Squares

5. Control Function

2. Basic of Instrumental
Variable

6. Evaluating 
Instrumental Variables

7. Available Datasets 
and Codes/Packages

2.2. Instruments and 
Main Challenges

2.3. General Solutions 
for Treatment Effect

3.1. Parametric 
Identification

3.2. Non-parametric 
Identification

4.2. Machine 
Learning Estimator

4.3. Limitation and
Future Work

5.1. Linear-based

5.2.  Nonlinear-based

6.1. IV Selection

6.2. IV Evaluation

6.3. IV Synthesis

1. Introduction

3.3. More General 
Assumptions

4.1. 2SLS and Wald 
Estimator

8. Applications

9. Conclusion

5.3. Limitation and
Future Work

Anpeng Wu, Kun Kuang, Ruoxuan Xiong, Fei Wu, Instrumental Variables in Causal 
Inference and Machine Learning, working paper.



IVs in Causal Inference and Machine Learning
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Anpeng Wu, Kun Kuang, Ruoxuan Xiong, Fei Wu, Instrumental Variables in Causal 
Inference and Machine Learning, working paper.
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Thank You!

Kun Kuang
kunkuang@zju.edu.cn

Homepage: https://kunkuang.github.io/

Causal Inference
 Sources of Correlation
Causation Confounding Sample Selection

Spurious Correlation: 
T is correlated with Y 
ignoring X

Spurious Correlation: 
T is correlated with Y 
given S

Stable
Actionable
Explainable

Causality Regularized

Machine Learning

 Draw Causation from Big Data

 Causal Representation/Learning
Stable & Explainable Fair & Actionable

mailto:kunkuang@zju.edu.cn
https://kunkuang.github.io/
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