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In recommender systems, click behaviors play a fundamental role in mining users’ interests and training models (clicked
items as positive samples). Such signals are implicit feedback and are arguably less representative of users’ inherent interests.
Most existing works denoise implicit feedback by introducing external signals, such as gaze, dwell time, and "like" behaviors.
However, such explicit feedback is not always routinely available, or might be problematic to collect on a large scale. In this
paper, we identify that an interaction’s related structural patterns in its neighborhood graph are potentially correlated with
some outcome of implicit feedback (i.e., users’ ratings after consuming items), analogous to indings in other domains such
as social networks. Inspired by this inding, we propose a novel Structure LEarning based Denoising (SLED) framework
for denoising recommendation without explicit signals, which consists of two phases: center-aware graph structure learning

and denoised recommendation. Phase 1 pre-trains a structural encoder in a self-supervised manner and learns to capture an
interaction’s related structural patterns in its neighborhood graph. Phase 2 transfers the structure encoder to downstream
recommendation datasets, which helps to down-weight the efect of noisy interactions on user interest modeling and loss
calculation. We collect a relatively noisy industrial dataset across several days during a period of product promotion festival.
Extensive experiments on this dataset and multiple public datasets demonstrate that the proposed SLED framework can
signiicantly improve the recommendation quality over various base recommendation models.
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1 INTRODUCTION

Over the past few years, the quantity of searchable items has increased substantially, which intensiies the need
for recommender systems to explore users’ preferences more efectively [2, 6, 8ś11] in various ields such as
e-commerce, mass media, and video platforms. Recommendation models typically mine user preferences from
the behaviors logged in the system. Among diferent kinds of behaviors, implicit feedback, such as clicks, play a
fundamental role due to its prevalence and easy accessibility. However, industrial recommender systems contain
inherent causes of noisy implicit feedback, including factors that may afect users’ irst impressions (e.g., clickbait
issue [51]) and external distractions (e.g., sale promotions or suggestions from friends). Some works [22, 38, 51, 53]
ind that implicit feedback may not always relect the inherent interests of users, and would result in inaccurate
recommendation. Hence, denoising implicit feedback is of paramount importance for users’ interest mining and
model training in recommendation.

To the best of our knowledge, most existing works denoise implicit feedback by considering additional behavior
signals [51, 90, 92]. However, some signals (e.g., gaze) are not always routinely available, and others (e.g., like and
follow) can be hard to collect on a large scale since users may be unwilling to give such feedback. To pursue
high usability, we set the target as denoising implicit feedback without additional behavior signals. Our key
belief is that the local structural patterns in the user-item interaction graph1 reveal the reliability of implicit
feedback since the contagion is related to its neighborhood graph structure2 [71]. Figure 1 provides empirical
evidence where we depict the structural representation and outcome of implicit feedback, i.e., users’ ratings on
items after consuming the items. Note that we obtain the structural representation through structure learning in
a self-supervised manner (c.f. Section 3.1) without access to explicit feedback, such as ratings. We have mainly
two observations in Figure 1:

• Interactions that share similar neighborhood structures (closer to each other) have similar ratings, relecting
the potential correlation between neighborhood structure and the reliability of implicit feedback.

• The inter-rating distances are larger than intra-rating distances between nodes, i.e., interactions with diferent
qualities being located relatively remotely, which means that interactions with diferent qualities are likely to
be with diferent structures.

Therefore, we can take neighborhood structure as a proxy of explicit feedback to facilitate denoising implicit
feedback.

In this light, we propose a novel Structure LEarning based Denoising (SLED) framework. As shown in Figure
2, SLED consists of two phases: center-aware structure learning and denoised recommendation. The core idea
of structure learning is to learn a structure encoder that captures structural patterns given a neighborhood
graph. However, not all structural patterns in the neighborhood graph are related to the center interaction from
which the neighborhood graph is sampled. For example, as shown in Figure 2(a), not all loop structures in the
neighborhood graph contain the center interaction (edge in bold). Loop structure containing or not containing
the center interaction might be diferent structural patterns in determining the reliability of the center interaction.
Furthermore, the neighborhood graphs of diferent interactions of a particular user have overlapped sub-graphs
and structural patterns. As such, it is necessary to capture structural patterns related to each interaction such that
we can distinguish the interactions of a particular user and determine their reliabilities. In this regard, the proposed
center-aware structure learning progressively ilters unrelated structural patterns w.r.t. the distance between
structural patterns and the center interaction in the representation space. In denoised recommendation,
the pre-trained center-aware structure encoder will be transferred to downstream recommendation datasets
and yield structural representations for interactions by encoding their neighborhood graphs. We predict the
reliability weights of interactions from their structural representations and down-weight the noisy interactions in

1In a user-item graph, users and items are represented as nodes, and user-item interactions are represented as edges.
2We use the neighborhood graph of an interaction denotes the � -ego [63] network of the corresponding edge.
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Fig. 1. Visualization of interactions’ structural representations (t-SNE transformed) from Beauty dataset of Amazon Review.
Each node denotes a user-item interaction where the position and the color are determined by the structural representation
and the user’s rating on the item, respectively. Interactions that have similar neighborhood structures (closer in space) are
likely to have similar ratings (the same color).

recommendation model training. For training modern recommendation models (e.g., graph-based and sequence-
based models), there are mainly two components requiring denoising, i.e., user representation extraction from
historical interactions, and the ranking score prediction based on the user representation and the target interaction.
Therefore, we denoise user representation learning by down-weighting the contribution of noisy interactions to
the user representation, and down-weight ranking losses computed based on noisy target interactions. Note that
we do not use explicit feedback, such as the rating values, in any part of the proposed framework, which is one
of the critical merits.
In the experiments, we evaluate the efectiveness of SLED following the experimental setting of pretraining

frameworks [14]. Concretely, we irst perform center-aware structure learning on two large-scale recommendation
datasets, i.e., Taobao User Behavior dataset [103], and MIND [83] dataset. Then, we transfer the pre-trained
structure encoder to an in-domain recommendation dataset and two out-of-domain recommendation datasets
(with distribution shift from the pretraining dataset) for denoising. We conduct relatively extensive experiments,
including ablation studies and case studies, validating the rationality of our analysis and the efectiveness of SLED.
We show that SLED can improve various recommendation architectures, including two graph-based methods
and two sequence-based methods, in a model-agnostic manner. In particular, we show that SLED can improve
the performance of non-noisy testing recommendations, and can improve the base model by a large margin in a
noisy industrial scenario where there are a lot of external distractions and noisy implicit feedback. The main
contributions are summarized as follows:

• We study how to denoise the implicit feedback in recommender systems without additional behavior signals
(e.g., ratings, and like behavior). We identify that interaction-related structural patterns on the user-item
graph are helpful for denoising.

ACM Transactions on Information Systems
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Fig. 2. An illustration of the Structure LEarning based Denoising (SLED) framework. We first pre-train a structure encoder
on large-scale recommendation datasets, and learn to capture structural paterns related to the center interaction. Then we
transfer the structure encoder to any downstream recommendation dataset to extract related structural paterns for each
interaction, based on which we denoise user representation learning from historical interactions and ranking loss calculation
for the target interaction.

• We propose the center-aware structure learning which captures related structural patterns for each in-
teraction in its neighborhood graph. We devise the structure-based denoised recommendation, which
distinguishes interactions based on structural patterns, and down-weights noisy interactions in user
representation learning and ranking loss computation.

• We conduct extensive experiments to show that SLED can improve the recommendation performance by
denoising, and discover structures to distinguish noisy/non-noisy interactions3.

2 RELATED WORKS

2.1 Implicit Feedback

In AI-powered recommender systems [16, 20, 57, 95, 96, 105, 106], implicit feedback, such as click behaviors, is
widely used as historical clues to mine users’ interests or as positive target interactions to train a recommendation
model [33, 78]. Many studies [22, 38, 51, 53, 77] have argued that these signals are noisy, and some of them may
not relect users’ inherent interests due to ubiquitous external distractions in recommender systems. Application
domains in this research ield can vary from news recommendation [51, 53], music recommendation [82, 90],
to micro-video recommendation [82]. Most existing works mitigate the negative impact of implicit feedback
by introducing external signals, such as dwell time [38, 49, 92], gaze [97], skip [22, 82, 90], scroll intervals [51],
like behavior [4], and item side information [51, 53]. In contrast to these methods, we propose to mitigate the
negative efects without introducing external signals. Another line of works determines the relative importance
of a user’s interactions using the target item [21, 60, 89, 99, 100], i.e., the target attention. However, these weights
convey to what extent the historical interactions are similar to the target item rather than to what extent each
historical interaction is noisy to the user. Moreover, the target item itself can be noisy. Liu et al. [50] use GRU
to update each item embedding with the user embedding, and then predict the noisy-level weights based on
the user-aware item embeddings, which however, still sufer from the noisy supervision signal. Recently, Yu et

3The code and the noisy e-commerce datasets will be made publicly available to promote future development.
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al. [80] found that predictions on noisy items vary across diferent recommendation models and constructed two
models for denoising. Gao et al. [25] argue that early-stage training is resistant to noises and mainly denoises the
next noise-sensitive stage with memorized clean interactions from the early stage. Diferent from these works,
through our research, we demonstrate the potential of utilizing center interaction-related structural patterns as a
key factor in efectively mitigating noise and improving overall denoising outcomes.

2.2 Denoising Models for Recommendation

Research on denoising recommender systems typically identiies malicious noise, often arising from deceptive user
activities, and nonmalicious noise, often an upshot of unintentional human errors or random behaviors during item
selection. While collaborative iltering recommender systems have seen an expansive body of research devoted
to malicious noise detection, the natural noise, innately embedded in user behavior, has only begun to garner
academic attention. An exemplary study by Li et al.[45] identiies genuine users who may provide some untruthful
data by capturing and accumulating user’s self-contradictions. Moreover, several investigations have looked into
external user feedback [23, 26, 38, 97] and item characteristics [52] as predictors of user satisfaction. Notably,
Negative feedback Re-weighting [82] utilized three item types in the training of their recommendation model,
treating diferent items as negative samples with variant weights. While these methodologies ofer promising
results, they come with the caveat of requiring additional feedback and extensive manual label work, which
could render them impractical in scenarios with evolving item pools, such as in news or movie recommendations.
Another inluential approach resides in selection-based methods [15, 24, 47, 81, 94] and reweighting-based
methods [75, 80]. Pioneering eforts, such as WBPR [24] and IR [81], focus on the manipulation of interaction data,
either through assigning higher selection probabilities to missing interactions of popular items or reevaluating
and changing the labels of negative interactions. Contrastingly, Wang et al. [76, 77] ind that noisy feedback
has large losses in the early stage of training and propose two adaptive loss functions to down-weight noisy
samples. We difer from these methods by capturing structural patterns related to the center interaction in the
interaction’s neighborhood user-item graph as clues for denoising.

2.3 Structure Learning via Pre-training

Traditional network embedding methods, such as LINE [67], DeepWalk [59], node2vec [28], learn node/sub-graph
embeddings that are tied up with the given graph for training and cannot deal with the out-of-sample problem.
Some works propose to pretrain graph neural networks (GNN) on labeled graphs (e.g., molecular graphs [35]) and
apply the GNN to encode unseen graphs. Recent works [87, 104] pay attention to capturing the generic structural
representation on unlabeled graphs. Typically, Qiu et al.[62] propose to view the structures of sub-graphs as
instances and leverage the contrastive learning framework to pretrain the GNN. Peng et al.[58] learn to predict
the contextual position of nodes relative to others. The proposed center-aware structure learning method in
this paper difers from the above methods in the following two aspects: 1) to denoise implicit feedback, we aim
to learn structural representations for edges (interactions) rather than nodes, and 2) we are more interested in
structural patterns to the center interaction from which the neighborhood structure is sampled and thus devising
the multi-hierarchy center-aware pooling.

2.4 Graph Modeling for Recommendation

Recommendation data can be represented as a user-item graph. Recently, it is of increasing interest to incorporate
graph neural networks to guide user-item representation learning for recommendation [12, 19, 54, 64, 69, 72, 85,
91, 93, 102], by leveraging high-hop neighbors. Typically, NGCF [79] directly injects the expressive modeling of
high-order connectivity into the embedding process and propagates the collaborative signals. LightGCN [32]
simpliies NGCF by only keeping the neighborhood aggregation module and linearly propagating user and item
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embeddings on the user-item graph. Most graph modeling works in recommendation generally neglect the noisy
interactions, which are edges on the user-item graph. Noisy edges would propagate noisy information to direct
neighbors and remote neighbors with high-order connectivity. For example, if a user � accidentally clicked a
dissatisied item ℎ, a graph recommendation model that failed to identify such noisy interaction < �,ℎ > on the
user-item graph would propagate the interests of user � to represent another user �′ that has interacted with
item ℎ and inherently likes item ℎ. Obviously, there is an interest discrepancy between user � and user �′, and
the propagation needs denoising. We show that the proposed SLED could improve graph-based recommendation
models by denoising.

3 METHOD

In essence, the ultimate goal of this paper is to leverage related structural patterns to help denoise implicit
feedback of interactions for recommendation. An intuitive way is to equip a recommendation model with an
additional graph neural network for structure encoding and train them jointly. However, we argue that end-to-end
joint training has some drawbacks in real-world recommender systems. Firstly, recommendation models are
trained daily or more frequently in industrial recommender systems. Training the structure encoder jointly brings
accumulative additional training overload. Empirically, experimental results indicated that the joint training
approach required 42.2% additional training time compared to structure encoder being ixed. Secondly, some
recommendation datasets might have imbalanced structure distributions and limited data diversity for structure
learning. Structure learning on such datasets might incur biased training and overitting issues. This hypothesis
aligns with the indings presented in Section 4.3.5 of our paper. Speciically, we demonstrated that using a more
diverse set of structure learning datasets leads to improved performance in our framework.
To bridge the gap, we devise a two-stage framework where we pretrain the structure encoder on large-scale

datasets, and transfer it to any downstream recommendation dataset:

• Center-aware structure learning. In structure learning, we pretrain a structure encoder on multiple large-
scale recommendation datasets. Larger-scale pretraining drives the structure encoder to be generalizable
across datasets and even domains, and sufers less from biased training and overitting [18]. During
structure learning, we expect that interactions sharing similar structural patterns should be closer in the
representation space than the others. Recommendation objectives which aim at user-item matching do
not necessarily meet this requirement. Therefore, we propose to leverage self-supervision signals where
we deine neighborhood graphs with similar structural patterns as positive pairs and regard the others as
negatives. A center-aware structure encoder captures structural patterns related to the center interaction. To
achieve this, we propose to construct multiple hierarchies where we progressively drop unrelated structural
patterns from the last hierarchy, enabling more accurate relatedness measurement in the next hierarchy.
Details are shown in Section 3.1.

• Denoised recommendation. We transfer the pretrained structure encoder to diferent downstream
recommendation datasets for structural pattern extraction without re-training the structure encoder per
dataset. Extracted structural patterns are used to determine the reliability of interactions for denoising.
There are mainly two major components requiring denoising in modern deep recommendation models.
The irst component is user representation learning where users are represented from their historical
interactions, and noisy interactions will hinder accurate user interest mining. As such, we down-weight
noisy interactions in user representation learning w.r.t. interactions’ reliability predicted from the structural
patterns. The second component is loss calculation which is based on the ranking score prediction for a
target interaction. Noisy target interactions might cause inaccurate training losses, hurting the optimization
of recommendation models. As such, we propose to down-weight the losses of noisy target interactions.
Details can be found in Section 3.2.
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Fig. 3. Schematic of the proposed center-aware structure learning. To capture structural paterns related to the center
interaction (edge in bold), we propose to progressively filter unrelated structural paterns from the neighborhood graph.
Neighborhood graphs sampled from the same interaction with multi-turn random walk with restart (RWR) share similar
structural paterns. We leverage self-supervised learning to pull the representation of similar structural paterns closer than
the others.

3.1 Center-aware Structure Learning

In this paper, structure learning aims to learn a generalizable structure encoder, which can extract structural
representations for each interaction (i.e., edge) in a user-item graph. In the proposed center-aware structure
learning, structural representations should encode structural patterns related to the center interaction in its
neighborhood graph. Formally, given a sampled neighborhood graph �̃� for interaction � , we aim to learn a
graph neural network �� (·) parameterized by � followed by a non-parametric pooling function �(·) to jointly
represent structural patterns related to the center interaction � in its neighborhood graph �̃� , i.e.,

e = � ◦ �� (�̃� ), �̃� = RWR(�), (1)

where RWR denotes random walk with restart operation for neighborhood graph sampling. The detailed neigh-
borhood graph sampling process for interactions as well as the initial node representation in �̃� can be found in
Section 3.1.2.

In the following subsections, we separately introduce the details of the center-aware structure learning, includ-
ing 1) how we capture the structural patterns that are related to the center interaction from the interaction’s
neighborhood graph, and 2) how we sample positive/negative neighborhood graphs for interactions and accord-
ingly compute the losses for self-supervised structure learning. The schematic of the proposed method is depicted
in Figure 3.

3.1.1 Center-aware Structure Encoding. We employ a graph neural network �� (·) for structure information
propagation on the neighborhood graph. In practice, we adopt the Graph Isomorphism Network (GIN) [88] for

ACM Transactions on Information Systems
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its empirical efectiveness. Formally, GIN updates the representation of node � based on its neighbors as follows:

v
(� )

= MLP(� ) ©­«
(
1 + � (� )

)
· v(�−1) +

︁
�̄∈N(�)

v̄
(�−1)ª®¬

, (2)

where v(� ) denotes the representation of node � in the �-th layer, and N(�) denotes the neighbor nodes of � . We
empirically set � = 0 for all layers due to the high performance, which is similar to the indings in [88]. MLP(� )

denotes the multi-layer perceptron in the �-th layer.
Although it is common to incorporate GNNs as the encoder of graph structures, they are mainly designed

to encode all the structural patterns within the graph. For example, in the neighborhood graph, loop structures
containing or not containing the center interaction are considered without making a distinction (c.f. Figure 2). To
capture structural patterns related to the center interaction, we explicitly measure the distance between structural
patterns and the center interaction < �1, �2 > in the representation space following Lee et al. [44]:

� = {
︁

v∈{v1,v2 }

∥v − ṽ∥1 | ṽ ∈ (D)−1/2 A (D)−1/2 V}, (3)

�̃ = {�� |� ∈ botom-rank(�, �)}, (4)

where V is the vectorial representation of nodes � obtained by �� . D denotes the degree matrix, and A denotes
the adjacency matrix. Function botom-rank(�, �) returns the indices of � nodes with minimum values in � .
Intuitively, we regard the updated node representations (D)−1/2 A (D)−1/2 Ṽ after information propagation as
structural patterns, and explicitly measure the distance between them and the end nodes {v1, v2} of the center
interaction. The structural patterns are thus iltered according to the relevance to both �1 and �2. This design is to
capture structural patterns related to the edge-of-interest < �1, �2 >, not particularly related to each connected
node. We take � structural patterns �̃ with the least distance to the center interaction in the representation space
as related ones. The center-aware structural representation of the center interaction is obtained as follows:

e���� =

[
avg-pool(Ṽ),max-pool(Ṽ)

]
, e = e����/



e����

2 , (5)

where avg-pool and max-pool denote the average pooling function and max pooling function, respectively. [, ]
denotes the concatenation of vectors. Ṽ denotes the vectorial representation of nodes �̃ . e is the structural
representation of the center interaction.

Multi-hierarchy Center-aware Structural Representation. Equation (4) introduces a hyperparameter � for
related structural patterns selection. When � becomes smaller, the selected patterns will be more relevant but less
comprehensive. As such, choosing one � faces a relevance-completeness trade-of. Moreover, unrelated structure
information is also propagated by (D)−1/2 A (D)−1/2 V in Equation (3), probably hindering accurate distance
measurement. These challenges drive us to progressively ilter unrelated structure information. Speciically, rather
than choose one � , we set a sequence {�� }�=1,...,� , where ��+1 = ��� and � ∈ (0, 1). � = 0 corresponds to the
original graph with no information iltered. � (� > 0) indicates the �-th hierarchy where some unrelated structure
information has been iltered from the (� − 1)-th hierarchy, leading to more accurate distance computation in
the �-th hierarchy. In addition, we aggregate the information of diferent hierarchies as the inal center-aware
structural representation, without facing the relevance-completeness trade-of in choosing one � . Formally, we
have:
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�� = {
︁

v∈{v1,v2 }

∥v − ṽ∥1 | ṽ ∈ (D� )
−1/2

A� (D� )
−1/2

Ṽ� }, (6)

�̃�+1 = {�� |� ∈ botom-rank(�� , ��+1)}, (7)

where Ṽ� is the vectorial representation of nodes �̃� , and � indicates the �-th hierarchy. Ṽ0 are obtained by �� . The
major diference between Equation (6) and Equation (3) lies in the information propagation (D� )

−1/2
A� (D� )

−1/2
Ṽ�

where the information of some unrelated structures are iltered in D� , A� , and Ṽ� at the �-th hierarchy from D�−1,
A�−1, and Ṽ�−1 at the (� − 1)-th hierarchy. As such, the computed distances �� for constructing the (� + 1)-th
hierarchy will be more accurate. We combine the pooled representation of diferent hierarchies as the inal
center-aware structural representation:

e���� =

�︁

�=1

( [
avg-pool(Ṽ� ),max-pool(Ṽ� )

] )
, e = e����/



e����

2 , (8)

where Ṽ� is the vectorial representation of nodes �̃� at the �-th hierarchy. e is the inal structural representation
of the center interaction with multi-hierarchy center-aware pooling.

Note that we assume node representations encode the structural patterns related to itself, which is a common
practice in graph modeling [84, 86]. Speciically, Graph neural networks (GNNs) propagate structural information
through graph edges to capture and encode patterns into node representations. These representations summarize
the neighborhood information and structural patterns of each node, enabling the modeling of complex depen-
dencies and interactions. In our proposed framework, we aim to capture structural patterns speciic to each
interaction. To achieve this, we leverage the joint representations of the end nodes involved in an interaction.
These representations provide a compact summary of the local graph structure surrounding the interaction.
In addition, taking node representations as structural patterns provides us with an eicient and scalable way
of encoding the structural information of the interaction graph. Our experiments, including Figure 1, showed
that using end node representations as structural patterns could help capture the reliability of interactions and
denoise the implicit feedback in the recommendation systems.

3.1.2 Objetives. After training, we expect that neighborhood graphs with similar structural patterns related
to the center interaction (positives) should be closer in the representation space than the others (negatives). In
this light, we construct positive neighborhood graphs and negative neighborhood graphs for each interaction
via neighborhood graph sampling. Then, we leverage self-supervised training where the contrastive learning
objective and the mean squared error (MSE) objective together pull positive neighborhood graphs closer to each
other in the representation space and push away negative neighborhood graphs.

Neighborhood Graph Sampling for Interactions. Given an edge (interaction) � =< �1, �2 >, we perform
random walk with restart (RWR) on its end nodes �1 and �2 to have two neighborhood graph �̃�1 and �̃�2 . Then,
we combine these graphs as the neighborhood graph of interaction �:

�̃� = RWR(�) = �̃�1 ∪ �̃�2 = RWR(�1) ∪ RWR(�2) . (9)

Following [62], we initialize the representations of nodes in a given neighborhood graph �̃� using generalized
positional embedding. Concretely, with the adjacency matrix of �̃� denoted as Ã and degree matrix as D̃, we
conduct eigen-decomposition on the normalized graph Laplacian:

I − D̃
−1/2

ÃD̃
−1/2

= UΛU
⊤ . (10)
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We take the top eigenvectors in U to construct the initial node embeddings, where the number of eigenvectors
equals to the smaller of |�̃� | − 2 and a pre-deined hyper-parameter �� . We zero-pad the node embedding matrix
to �� when the dimension is smaller than �� . As a result, we have a node embedding matrix of dimension |�̃� | ×�� .
We further add one-hot encoding of vertex degrees and the binary indicator of the ego vertex according to [62].

Owing to the non-deterministic nature of random walk, we can sample multiple neighborhood graphs
{�̃�,� }�=0,...,� for � with multi-turn RWR. These neighborhood graphs have similar structural patterns related to � ,
and are regarded as positive pairs. Intuitively, the neighborhood graphs of other interactions are more likely
to have dissimilar structural patterns, and are potential negative samples. We use {�̃ ′

�,� } �=0,...,� to denote these
negative samples w.r.t. interaction � .
After the sampling of positive and negative neighborhood graph, we use the structure encoder � ◦ �� (·) to

extract positive and negative structural representations, i.e.,

e� = � ◦ �� (�̃�,� ), � = 0, . . . , � , e
′
� = � ◦ �� (�̃

′
�,� ), � = 0, . . . , � , (11)

where e� denotes the �-th positive structural representation for interaction � , and e
′
� denotes the �-th negative

structural representation for interaction � .

Contrastive learning objective. Contrastive learning based framework learns to distinguish positive pairs
from negative samples. We adopt the InfoNCE [73] as the loss function:

L� = − log

∑�
�=1 exp (e0 · e�/�)∑�

�=1 exp (e0 · e�/�) +
∑�

�=0 exp
(
e0 · e

′
�/�

) , (12)

where � is the temperature hyper-parameter. We use the momentum-updated structure encoder [30] for encoding
negative neighborhood graphs and positive neighborhood graphs except for �̃�,0, which permits eicient training
with many samples.

MSE objective for positive samples. In addition to the contrastive learning objective, we also propose to
directly minimize the Euclidean distance between multiple positive neighborhood graphs in the representation
space following Grill et al. [27], i.e.,

L� =

�︁

�=1

∥e0 − e� ∥
2
2 . (13)

Therefore, the inal objective can be:

L = L� + �L� . (14)

The pipeline of center-aware structure learning is summarized in Algorithm 1.

3.2 Denoised Recommendation

We transfer the learned center-aware structure encoder � ◦ �� (·) to any downstream recommendation dataset for
denoising. We irst employ the pre-trained structure encoder to extract structural representations of interactions,
and devise a weight predictor to determine the reliability of interactions based on these structural representations.
Then, we down-weight noisy interactions (with lower reliability) in recommendation models. In training recom-
mendation models, interactions are leveraged in two representative manners, i.e., serving as the raw features
for user interest mining, and serving as the positive samples for ranking loss calculation, which both require
denoising. As such, we devise information gates which control how each interaction afects user interest mining
w.r.t. the predicted interaction reliability. Then, we devise the re-weighted recommendation objective function
such that ranking losses computed from noisy interactions should have less efect on the model optimization.
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Algorithm 1: Center-aware Structure Learning

Input: Large-scale recommendation dataset represented in a user-item graph � = {� , �}

Output: Parameters of the structure encoder �
Randomly initialize �
while not converged do

Sample � randomly from �

Sample positive neighborhood graphs {�̃�,� }
�
�=0 from � with Eq. (9) and multi-turn RWR

Sample negative neighborhood graphs {�̃ ′
�,� }

�
�=0 from other interactions with Eq. (9)

Obtain positive and negative structural representations {e� }��=0, {e
′
� }

�
�=0 with Eq. (11)

Update � by minimizing L� + �L� computed with Eq. (12) and Eq. (13)
end

Let D denote a given recommendation dataset, which contains a set of users U and a set of items H . Let ��,ℎ
denote an interaction between user � and ℎ. We use bold letters to denote the dense representations (e.g., h as the
item embedding). With a slight abuse of notation, we will drop the sub-scripts occasionally and write � in place
of ��,ℎ for conciseness.

3.2.1 Interaction Reliability Prediction. For each interaction � , we sample the neighborhood graph �̃� of inter-
action � (edge) in the user-item graph using RWR. We then extract structural representation e related to the
center interaction � in its neighborhood graph �̃� using the pretrained center-aware structure encoder � ◦ �� (·)
in a pre-processed manner. Based on interactions’ structural representations, we predict interactions’ reliability
weights using a fully-connected layer � with sigmoid as activation function:

� = � ◦ � ◦ �� (�̃� ) = � (e) = � (W�e + b� ) , (15)

where W� is the weight matrix of the fully-connected layer, and b� is the bias term. e denotes the neighborhood
structural representation, and � ∈ (0, 1) denotes the interaction reliability weight for the interaction � . � denotes
the sigmoid function.

3.2.2 Information Gates. We use the predicted interactions’ reliability weights to denoise user representation
learning by down-weighting noisy historical interactions of users. The cutting-edge techniques for historical
interaction modeling are graph-based [32, 79] and sequence-based [5, 7, 46, 48, 70, 101] which aggregate the
information of interacted items to obtain the user representation with consideration on higher-order connection
and chronological dependency, respectively. The predicted interaction weights can be used in information gates
to control the contribution of interacted items to the user representation. We then illustrate how these interaction
weights are leveraged in sequence-based and graph-based methods, respectively.

Sequence-based methods. For a particular user �, we have a sequence of historically interacted items �� =

{ℎ�,� }�=1,...,��
in the ascending order by the time of clicking. Each item associates a trainable embedding h�,� . The

sequence modeling component can be formulated as:

u = � (H�) = � (h�,1, h�,2, . . . , h�,��
), (16)

where u denotes the user interest representation. Noisy interactions are arguably less representative of users’
inherent interests due to the click-bait issue, sale promotions, and suggestions from friends, etc. To pursue
denoised user interest representation, we adopt the predicted interaction weights as information gates in historical
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interaction modeling. Formally,

ũ = � (��,ℎ�,1 ∗ h�,1, ��,ℎ�,2 ∗ h�,2, . . . , ��,ℎ�,��
∗ h�,��

), (17)

where ��,ℎ�,� is the reliability weight of interaction between� andℎ�,� , and controls the contribution of interactions
to the output, similar to the output gate in LSTM [34]. ũ is the denoised interest representation of user �. As for
� , we choose two sequence-based models, including ComiRec-SA [46] using self-attention mechanisms [17], and
Mind [5] using the capsule network in the experiments.

Graph-based methods. Graph-based recommendation models typically represent the recommendation data as
a user-item graph. Many of them adopt Graph Neural Networks (GNN) to permit message passing and message
aggregation along the edges of the user-item graph. Generally, the �-th layer of GNN for ���� → ���� and
���� → ���� propagation can be formulated as follows:

a
(� )
� = AGGREGATE (� )

({
h
(�−1)
�,� : ℎ�,� ∈ N (�)

})
, u

(� )
= COMBINE(� )

(
u
(�−1) , a

(� )
�

)
, (18)

a
(� )

ℎ
= AGGREGATE (� )

({
u
(�−1)
ℎ,�

: �ℎ,� ∈ N (ℎ)
})
, h

(� )
= COMBINE(� )

(
h
(�−1) , a

(� )

ℎ

)
, (19)

where operation AGGREGATE aggregates the information of historically interacted items N(�) for user � or
historically interacted users N(ℎ) for item ℎ. The operation COMBINE updates the user representation u or
the item representation h. Noisy interactions will propagate false information to both one-order neighbors and
higher-order neighbors in multi-layer GNNs, which require denoising. Towards this end, we leverage interaction
reliability weights as information gates to control the information propagation process on the user-item graph:

ã
(� )
� = AGGREGATE (� )

({
h
(�−1)
�,� ∗ ��,ℎ�,� : ℎ�,� ∈ N (�)

})
, ũ

(� )
= COMBINE(� )

(
ũ
(�−1) , ã

(� )
�

)
, (20)

ã
(� )

ℎ
= AGGREGATE (� )

({
u
(�−1)
ℎ,�

∗ ��ℎ,� ,ℎ : �ℎ,� ∈ N (ℎ)
})
, h̃

(� )
= COMBINE(� )

(
h̃
(�−1) , ã

(� )

ℎ

)
, (21)

where ��,ℎ�,� is the reliability weight of interaction between user � and item ℎ�,� . ��ℎ,� ,ℎ is the reliability weight of
interaction between user �ℎ,� and item ℎ.

Discussion. In the generic graph research domain, there are some works that predict the edge weights. For example,
Graph Attention Network (GAT) [74] employs attention mechanism to estimate edge weights, which represent
the relative importance of direct neighbors and the summation of neighbor edge weights is one. Diferently, the
interaction weights in our work indicate the absolute importance, and the interactions of a particular node can
be all noisy (summation near zero). In addition, GAT predicts the edge weights based on the matching degree of
adjacent nodes while we predict the interaction weights based on related structural patterns. To the best of our
knowledge, we are among the initiatives to investigate denoising interactions in the graph-based recommendation
domain. In the experiments, we successfully enhance two representative graph-based recommendation models,
i.e., NGCG [79], and LightGCN [32].

3.2.3 Re-weighted Loss Function. The ranking loss of existing recommendation models is calculated based on
the user representation and a target interaction, aiming to maximize the user-item matching score of the target
interaction. Maximizing the user-item matching of noisy target interactions might falsely guide the training of
recommendation models. In this regard, we propose to leverage interaction weights to re-weight the loss function
for denoising. Generally, the re-weighted loss function for recommendation can be deined as:

L∗
��� =

︁
(�,ℎ+ ) ∈D

L∗
��� (�,ℎ

+,H−) =
︁

(�,ℎ+ ) ∈D

��,ℎ+L��� (�,ℎ
+,H−), (22)

where ℎ+ denotes an item historically interacted by user �, i.e., a positive item, and H− denotes the set of
(sampled) negative items that the user has not interacted with. L denotes an original recommendation loss
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function. We take the sampled softmax loss (SSM) [36], as an example, which has been used in training many
deep recommendation models [5, 46]. It can be formulated as:

L��� =

︁
(�,ℎ+ ) ∈D

− log�′ (ℎ+ | �), (23)

�′ (ℎ+ | �) =
exp (� (�,ℎ+))

exp (� (�,ℎ+)) +
∑

ℎ−∈H− exp (� (�,ℎ−))
, (24)

where � (�,ℎ) computes the matching score for user � and item ℎ. We down-weight the training loss of noisy
target interactions as follows:

L∗
��� =

︁
(�,ℎ+ ) ∈D

−��,ℎ+ log�′ (ℎ+ | �). (25)

This re-weighting strategy can be easily adapted to other losses, such as BPR loss [65]. In summary, the probability
of a interaction being identiied as non-noisy in the interaction reliability prediction component determines
the contribution of this interaction in the recommendation component; while the re-weighted prediction error
outputted in the recommendation component acts as an important signal in the interaction reliability prediction
component. These two components can mutually enhance each other for better reliability and recommendation
prediction.

3.2.4 Training. For a downstream recommendation dataset D, we irst extract structural representations of
each interaction using Equation (1) in a pre-processed manner. Given user � and item ℎ+ sampled from the
recommendation dataset D, we predict reliability weights of historical interactions of user � (and also historical
interactions of item ℎ+ for graph-based models) using Equation (15) based on the pre-extracted structural
representations. Then, we use the interaction reliability weights to denoise user representation extraction for
sequence-based models using Equation (17), and user-item representation extraction for graph-based models
using Equation (20)-(21). We leverage the denoised representations to compute the ranking prediction loss L��� .
Then, we use the reliability weight of interaction between user � and item ℎ+ to re-weight the loss and obtain
denoised loss L∗

��� with Equation (22). The training process is summarized in Algorithm 2.

3.2.5 Time Complexity. In denoised recommendation, the pre-trained center-aware structure encoder will not
be ine-tuned. The additional time complexity introduced by our approach comes from the pre-extraction of
structural representations for interactions and the computation of interaction weights using one fully-connected
layer in Equation (15).

• Structural Representation Extraction. For the user-item graph of a downstream recommendation dataset, let
|� | denote the number of edges/interactions, and � denote the hidden size of the structural representation.
The graph sampling process yields time complexity � (� |� |) where � is the number of random walk
steps in sampling neighborhood graphs. The pretrained center-aware encoder extracts the structural
representation per sampled neighborhood graph. As such, during representation extraction, the graph
neural network �� (·) has time complexity � (� |� |��2), where � denotes the number of graph convolution
layers. The multi-hierarchy center-aware pooling �(·) yields� (�� ( |� |�� + |� |)) time complexity where ��
is the number of pooling layers.

• Interaction Reliability Weight Prediction. The interaction weight prediction layer yields � (� |� |�) time
complexity where � denotes the number of training epochs.

Therefore, the structure learning yields� (� |� |��2 + �� |� |�� + � |� |�) additional time complexity (we omit some
components since�� >> 1 and �� >> 1). A typical graph-based recommender yields � (��� |� |�

2) according to
NGCF [79], where �� is the number of graph convolution layers. As such, the time complexity of the proposed
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Algorithm 2: Denoised Recommendation

Input: Downstream recommendation dataset D, which can be represented as a user-item graph
�� = {�� , �� }; pretrained structure encoder � ◦ �� (·)

Output: Parameters of the recommendation model Ω; the interaction weight predictor �
// Structural Representation Extraction
for � ∈ �� do

Sample neighborhood graph �̃� for � with Eq. (9)
Obtain structural representation e = � ◦ �� (�̃� ), and cache e

end

// Denoised Recommendation
Randomly initialize Ω
while not converged do

Sample user �, positive item ℎ+, and negative items H− from D

if sequence-based recommendation model then
Extract denoised user representation with Eq. (17)

else if graph-based recommendation model then
Extract denoised user-item representation with Eq. (20)-(21)

Update Ω and � by minimizing L∗
��� computed by Eq. (22)

end

Table 1. Statistics of datasets.U, I, and E denote the users, items, and interactions of a dataset.

(a) Structure learning datasets and public recommendation datasets.

Dataset |U| |I| |E | Density

Structure Learning
User Behaviour 987,994 4,162,024 100,150,807 0.002%
MIND 161,013 317,080 24,155,470 0.047%

Public Rec. Benchmark
User Behaviour (Small) 4,062 4,777 29,377 0.15%
Movielens-1M 6,040 3,706 1,000,209 4.47%
Amazon-Beauty 40,226 54,542 353,962 0.02%

(b) A noisy industrial dataset collected from Taobao in consecutive 5 days within a product promotion festival.

Train Test
|U| |I| |E���1 | |E���2 | |E���3 | |E���4 | |E���5 |

1144 6839 11310 7817 7554 6912 6058

denoised recommendation is comparable to the time complexity of a graph-based recommendation model and
afordable in practice. Empirically, the major part of structure-based denoised recommendation, i.e., pre-extraction
of structural representations, takes 1.5 minutes and 80 minutes for all interactions on the Taobao User Behavior
dataset and MovieLens-1M dataset, respectively, while the training of NGCF takes 3.7 minutes and 169 minutes
on these two datasets.
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4 EXPERIMENTS

4.1 Experimental Setup

4.1.1 Structure Learning. To obtain a generalizable structure encoder, we conduct structure learning on two
large-scale recommendation datasets, i.e., Taobao User Behaviour [103], and MIND [83]. The basic statistics of
structure learning datasets can be found in Table 1a.

• User Behavior [103]. This is a large-scale recommendation dataset with logged data from Taobao recom-
mender systems. We download this dataset from their oicial website4, and take the click behavior data for
pretraining.

• MIND [83]. This is a large-scale news recommendation dataset collected from MSN News logs in one
month. This dataset contains sampled 1 million users who had at least 5 news click records during 6
weeks from October 12 to November 22, 2019. We download the training set from their oicial website5 for
pretraining.

We train for 468, 750 steps with mini-batch size of 32 and use Adam [39] for optimization with learning rate of
0.005, �1 = 0.9, �2 = 0.999, � = 1 × 10−8, weight decay of 1� − 4, learning rate warm-up over the irst 7, 500 steps,
and linear decay of the learning rate. The pre-deined size of initial node embeddings is set to �� = 32. Gradient
norm clipping is applied with range [−1, 1]. The negative queue size for MoCo-style contrastive learning is 16,384.
The temperature � is set as 0.07, and the momentum� is set as 0.999. We adopt GIN [88] as the backbone of
the center-aware encoder with 5 graph convolution layers with 64 hidden units per layer and 5 pooling layers.
� in multi-hierarchy center-aware structural representations is tuned in the range of {0.3, 0.4, 0.5, 0.6, 0.7}.The
parameters of the structure encoder will be frozen during the training of recommendation models.

4.1.2 Recommendation. We evaluate the proposed SLED on three real-world recommendation datasets, i.e.,
Taobao User Behavior dataset, MovieLens [29], and Amazon Beauty [31, 55]. These datasets difer in domains
and densities. Recommendation dataset statistics are listed in Table 1a.

• User Behaviour [103]. We use a sampled version of the original User Behaviour dataset to speed up the
evaluation.

• MovieLens [29]. MovieLens is a widely used benchmark for evaluating recommendation models. We
adopt a well-established version, i.e., MovieLens-1M6, to evaluate SLED on datasets with high density
(4.79%).

• Amazon Beauty.We take the Beauty category of the Amazon7 dataset [31, 55] for evaluation, which has a
relatively low density (0.02%).

Evaluation Protocol and Metrics. We mainly follow the leave-one-out evaluation protocol, which has been
widely used in [33, 37, 66, 68, 98]. Concretely, we chronologically sort the historical interactions of each user
and take the last interaction for testing. We take the interaction just before the last interaction for validation,
and view the remaining interactions for training. Importantly, diferent from [66, 98] that pair the testing item
with a sampled set of random items to speed up the metric computation, which is found to be less efective for
evaluation by [41], we choose to rank the testing item and the full item set for each user. Following existing
works [32, 79], we adopt Recall and Normalized Discounted Cumulative Gain (NDCG) as the evaluation metrics.
Metrics are computed based on the top 20/60/100 recommended candidates. For brevity, we occasionally denote
Recall@20 and NDCG@20 as R@20 and N@20, respectively. Higher scores demonstrate better recommendation
performance for all metrics.

4https://tianchi.aliyun.com/dataset/dataDetail?dataId=46
5https://msnews.github.io/#getting-start
6https://grouplens.org/datasets/movielens/1m/
7http://jmcauley.ucsd.edu/data/amazon/
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Table 2. Model performance on three public datasets. We use SLED to enhance two graph-based models (NGCF, LightGCN).
The baseline method N2W predicts interaction weights from the end node embeddings of each edge, similar to GAT [74].
SLED predicts the interaction weights based on interactions’ structural paterns in the neighborhood graph. All values
below are percentages with ‘%’ omited. We run SLED and the base model independently for five times and * indicates the
performance improvement over the base model is statistically significant with � < 0.01 under t-tests.

Datasets Methods NGCF + N2W + SLED LightGCN + N2W + SLED

Taobao

R@20 3.99 3.67 5.54* 5.44 5.76 6.02*

R@60 8.03 8.59 11.87* 10.46 11.82 11.48*

R@100 11.37 11.96 16.12* 14.45 16.16 15.64*

N@20 1.67 1.51 2.29* 2.46 2.67 2.79*

N@100 2.97 2.98 4.17* 4.06 4.52 4.50*

MovieLens

R@20 11.19 11.11 11.37 13.96 13.46 14.35*

R@60 23.76 24.59 24.92* 29.98 28.81 30.43*

R@100 33.79 34.39 34.55* 40.10 38.96 40.55*

N@20 4.41 4.41 4.46 5.49 5.23 5.59*

N@100 8.41 8.55 8.57* 10.19 9.79 10.27*

Amazon

R@20 5.08 5.75 5.90* 4.88 4.88 5.14*

R@60 9.33 10.41 10.55* 8.78 8.76 9.16*

R@100 11.95 13.21 13.39* 11.33 11.28 11.64*

N@20 2.12 2.47 2.55* 2.07 2.08 2.21*

N@100 3.36 3.81 3.90* 3.22 3.22 3.38*

Base Models. Since the proposed SLED is model-agnostic, we reveal its efectiveness on two kinds of state-of-

the-art base recommendation methods, including two graph-based methods (NGCF [79], LightGCN [32]), and

two sequence-based methods (Mind [46], ComiRec [5]).

• NGCF [79]. A graph-based method that incorporates the graph convolutional network [40] to generate

the user/item embedding from the user-item graph. We use the oicial implementation8 and use the default

hyper-parameters.

• LightGCN [32]. LightGCN simpliies and improves the NGCF by linearly propagating user/item em-

beddings on the user-item interaction graph. We use the oicial implementation9 and use the default

hyper-parameters.

• Mind [46]. Mind transforms the historically interacted user sequence to multiple vectors to encode the

diferent aspects of the user’s interests. We use this implementation10 which can be directly comparable to

ComiRec and use the default hyper-parameters.

• ComiRec-SA [5]. ComiRec-SA employs the self-attention mechanism to generate multiple interest vectors

and proposes a controllable factor to balance the recommendation accuracy and diversity. We download

their oicial codebase10 and use their default hyper-parameters.

4.2 Overall Performance Analysis

4.2.1 Can SLED enhance diferent recommendation architectures? To answer this question, we apply

SLED to multiple state-of-the-art architectures. As for the baseline method, we borrow the idea from Graph

8https://github.com/huangtinglin/NGCF-PyTorch
9https://github.com/gusye1234/LightGCN-PyTorch
10https://github.com/THUDM/ComiRec
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Table 3. Model performance on three public datasets. We use SLED to enhance two sequence-based base models (Mind,
ComiRec-SA). The baseline method N2W predicts interaction weights from the item embedding with sequence context. SLED
predicts the interaction weights based on interactions’ structural paterns in the neighborhood graph. All values below are
percentages with ‘%’ omited. We run SLED and the base model independently for five times and * indicates the performance
improvement over the base model is statistically significant with � < 0.01 under t-tests.

Datasets Methods Mind + N2W + SLED ComiRec + N2W + SLED

Taobao

R@20 1.84 1.92 2.24* 2.24 2.16 2.52*

R@60 7.60 7.55 7.7 7.85 7.17 8.34*

R@100 12.68 12.61 13.12* 12.95 11.82 13.04

N@20 0.57 0.60 0.68* 0.72 0.68 0.82*

N@100 2.45 2.46 2.55* 2.58 2.36 2.66

MovieLens

R@20 8.56 8.39 8.86 10.36 10.10 10.07*

R@60 23.76 23.56 26.49* 28.73 28.33 29.74*

R@100 38.49 38.31 44.32* 46.71 45.86 49.65*

N@20 2.94 2.86 3.16* 3.57 3.45 3.62

N@100 8.14 8.05 9.31* 9.86 9.66 10.47*

Amazon

R@20 1.88 1.71 1.99* 2.12 2.14 2.25*

R@60 5.47 5.10 5.58* 6.10 6.31 6.50*

R@100 8.81 8.29 9.15* 10.00 10.13 10.52*

N@20 0.65 0.59 0.69 0.71 0.72 0.76*

N@100 1.86 1.74 1.93* 2.08 2.11 2.20*

Attention Network (GAT) [74], which predicts edge weight from the end node embeddings of each edge, for

graph-based methods. For sequence-based methods, the baseline predicts interaction weights from the item

embeddings in the sequence. For brevity, we denote this baseline as Node-to-Weight (N2W). Experimental results

on graph-based (NGCF, LightGCN), and sequence-based (Mind, ComiRec) are listed in Table 2 and Table 3,

respectively. According to the results, we have the following key observations:

• In a nutshell, we can observe a consistent improvement of SLED-enhanced models over both the graph-

based base models and sequence-based base models across the datasets with various domains and densities,

which indicates that the SLED can help to denoise implicit feedback and improve recommendation quality.

• In many cases, the strategy of N2W leads to a performance drop or minor improvement, especially from

0.4010 to 0.3896 for Recall@100 of LightGCN, from 0.4671 to 0.4586 for Recall@100 of ComiRec-SA on the

MovieLens dataset, and 0.0881 to 0.0829 for Recall@100 of Mind on the Amazon Beauty datasets. This is

probably because, during recommendation training, node representation contains complex semantics, such

as recommendation-speciic collaborative iltering signals. Directly using heterogeneous semantics for

interaction reliability weight prediction might overit the given dataset and fail to determine the reliability

of interactions. In contrast, we conduct structure learning as large-scale pretraining, where we disregard

recommendation-speciic supervision signals and content features, and leverage self-supervision to learn

pure structural representations. Such structure disentanglement contributes to the efectiveness of SLED.

• For graph-based methods, the improvements brought by SLED are more signiicant when applying it to

datasets with low density (e.g., User Behaviour, and Amazon Beauty) than the dataset with high density

(i.e., MovieLens). In datasets with low density, the interactions of a speciic user are fewer, and users might

be more sensitive to the noise of interactions. Moreover, due to the higher-order information propagation

10https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.ttest_ind.html
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Table 4. Comparison between SLED and other structure-based baseline methods, including Line2Vec (L2V) [3] and AdaBi-
partite (AdaB), which is an extension of the original Adamic/Adar method [1].

Methods R@20 R@60 R@100 N@20 N@100
NGCF 3.99 8.03 11.37 1.67 2.97
NGCF (AdaB) 3.90 8.76 12.15 1.59 3.06
NGCF(L2V) 3.94 8.48 12.02 1.61 3.04
NGCF(SLED) 5.54 11.87 16.12 2.29 4.17

LightGCN 5.44 10.46 14.45 2.46 4.06
LightGCN (AdaB) 5.32 10.81 14.87 2.36 4.06
LightGCN (L2V) 5.22 11.06 15.09 2.25 4.01
LightGCN (SLED) 6.02 11.48 15.64 2.79 4.50

Mind 1.84 7.60 12.68 0.57 2.45
Mind(AdaB) 2.11 7.79 12.93 0.66 2.53
Mind(L2V) 2.07 7.28 12.89 0.62 2.48
Mind(SLED) 2.24 7.75 13.12 0.68 2.55

ComiRec-SA 2.24 7.85 12.95 0.72 2.58
ComiRec-SA(AdaB) 2.07 7.55 12.25 0.66 2.43
ComiRec-SA(L2V) 2.09 7.79 12.44 0.68 2.49
ComiRec-SA(SLED) 2.52 8.34 13.04 0.82 2.66

in graph-based models, information passing through noisy interactions will afect a broader range of
remote nodes, making the problem more severe. SLED successfully denoises implicit feedback and the
information propagation along noisy interactions, thus achieving more performance gains. The results
of SLED-enhanced graph models demonstrate the efectiveness of the proposed framework in denoising
implicit feedback.

• An interesting inding is that, when the base models themselves already obtain high recommendation
performance, the improvements brought by SLED become more signiicant, such as from 0.0399 to 0.0554
w.r.t. Recall@20 and base model NGCF on the User Behavior dataset, from 0.4671 to 0.4965 w.r.t. Recall@100
and base model ComiRec-SA on the MovieLens dataset, and 0.1195 to 0.1339 w.r.t. Recall@100 and base
model NGCF on the Amazon Beauty dataset. These results demonstrate that the proposed SLED can better
boost the performance of well-trained/well-itted methods. This is probably because, in such methods,
the performance bottleneck lies in the noises of recommendation datasets rather than the model’s itting
capability. As such, denoising with SLED achieves more performance gains. Further boosting a high-capacity
recommendation model could be a practical merit.

4.2.2 How does SLED perform compared to other structure-based baselines? we take the following two
structure-based baselines for comparison:

AdaBipartite (AdaB). We design the AdaB method which extends the Adamic/Adar [1]. Adamic/Adar is
originally not applicable to the user-item graph. AdaBipartite can be formulated as,

�(�∗, � (ℎ∗)) =
1

∥� (ℎ∗)∥

︁
�∈� (ℎ∗ )

︁
ℎ∈� (� )∩� (�∗ )

1

log ∥� (ℎ)∥
, (26)
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Table 5. Comparison between SLED and a state-of-the-art denoising baseline, Wang et al. [77], which down-weight the
target interactions with large loss values.

Models R@20 R@60 R@100 N@20 N@100
NGCF 3.99 8.03 11.37 1.67 2.97
NGCF (Re-BPR, � = 0.25) 3.61 7.91 11.05 1.64 2.46
NGCF (Re-BPR, � = 0.5) 4.19 8.85 12.86 1.85 3.37
NGCF (Re-BPR, � = 1.0) 4.19 9.49 13.71 1.82 3.50
NGCF (LCD) 4.95 11.13 14.72 1.87 3.61
NGCF (SLED) 5.54 11.87 16.12 2.29 4.17

�(� (�∗), ℎ∗) =
1

∥� (�∗)∥

︁
ℎ∈� (�∗ )

︁
ℎ∈� (ℎ)∩� (ℎ∗ )

1

log ∥� (�)∥
, (27)

�(�∗, ℎ∗) = (�(�∗, � (ℎ∗)) +�(� (�∗), ℎ∗)) /2, (28)

where � (ℎ∗) denotes the direct neighbors of node ℎ∗ and �(� (ℎ∗), �∗) denotes the proximity of node �∗ and
� (ℎ∗). For each neighbor node � ∈ � (ℎ∗) (other than �∗), based on the common neighbors of node � and �∗, i.e.,
� (�) ∩ � (�∗), we compute the accumulation of 1

log ∥� (ℎ) ∥
for each common neighbor ℎ. Intuitively, two nodes

are of high proximity when they have more common neighbors, and when each common neighbor has fewer
other neighbors. Similarly, the interaction between user �∗ and item ℎ∗ can be more reliable when the user �∗

has more commonly clicked items with other users clicking item ℎ∗, and when each commonly clicked item ℎ is
clicked by fewer other users. We take the proximity �(�∗, ℎ∗) as the interaction reliability weight.

Line2Vec [3] (L2V). Line2Vec is a task-independent unsupervised edge embedding framework that learns
continuous representations for edges. They argue that simply aggregating the embeddings of the end nodes
associated with the edge as edge embeddings is suboptimal and propose the collective homophily to embed
a line graph based on pairwise homophily [56]. We leverage the edge embeddings generated by Line2Vec in
the same way as our structural representations. We download their oicial codebase11 and use their default
hyper-parameters. The comparison results on the User Behavior dataset are listed in Table 4. We can see that:

• In many cases, structure-based methods (AdaB, L2V, SLED) can boost the performance of various base
models (NGCF, LightGCN, Mind, and ComiRec-SA). Such performance gains demonstrate that structure
patterns can help distinguish interactions into noisy and non-noisy ones, and better represent users’
interests by denoising.

• The proposed center-aware structure learning still yields a large-margin improvement over AdaB/L2V.
AdaB only captures simple patterns/dependencies, such as common neighbor counting normalized by
the number of neighbors for each common neighbor. The main objective of Line2Vec is to minimize the
distances between one edge and its neighbors to enforce collective homophily. These methods might not
capture useful structural patterns for interaction reliability weight prediction.

• On datasets with high density (i.e., MovieLens), Line2Vec quickly runs out of memory on a computing server
with 330 GB RAM, suggesting that it may not be applicable to heterogeneous real-world recommendation
scenarios.

4.2.3 How do SLED perform compared to the state-of-the-art denoising implicit feedback methods.

To answer this question, we choose to compare the proposed SLED with three state-of-the-art baselines, i.e.,
Re-BPR [77], and LCD [13] [61]. As for Re-BPR, we follow the Reweighted loss as proposed in [77], which

11https://github.com/anirban-code-to-live/line2vec

ACM Transactions on Information Systems



20 • Zhang and Jiang, et al.

Table 6. Ablation study by progressively adding the proposed components to the NGCF base model.

Models R@20 R@60 R@100 N@20 N@100
NGCF 3.99 8.03 11.37 1.67 2.97
+BStruct 3.89 8.62 12.11 1.56 3.02
+Ca 4.16 8.74 12.75 1.66 3.17
+ReL 5.54 11.87 16.12 2.29 4.17

down-weights the positive interactions with large loss values, to construct the baseline method. Speciically,
Reweighted BPR (Re-BPR) loss can be formulated as follows:

��,ℎ+ = � (�̂�,ℎ+ )� , ��,ℎ− = (1 − � (�̂�,ℎ− ))� , (29)

L��� =

︁
(�,ℎ+,ℎ− ) ∈D

− ln�
(
��,ℎ+ ∗ �̂�,ℎ+ − ��,ℎ− ∗ �̂�,ℎ−

)
. (30)

To be consistent with Wang et al. [77] who require that the prediction should be within (0, 1), we add the sigmoid
function � to the prediction �̂�,ℎ when computing � . For hyper-parameter � , we follow their work to choose
� ∈ {0.25, 0.5, 1.0}, and report all results. As for LCD, we strictly follow the steps outlined in the original paper.
The results on the User Behavior dataset with NGCF as the base model are listed in Table 5.

• We observe performance gains of Re-BPR and LCD over the base method. These results indicate that the
absolute loss magnitude and the batch-level relative loss magnitude might be correlated to the noisy level
of the corresponding sample to some extent, which is a key assumption of Re-BPR and LCD, respectively.

• Both Re-BPR, LCD and SLED improve the base method, which shows that loss correction (e.g., re-weighting)
with efective weights can help mitigate the negative efects of noisy interactions.

• When � is smaller (such as 0.25), which means the penalty is heavier, Re-BPR may hurt the efectiveness of
the base recommendation model. These results probably indicate that penalizing interactions with large
losses may be at risk of penalizing hard positive samples such as fresh items for a particular user.

• The large-margin improvement of SLED over Re-BPR and LCD demonstrates the efectiveness of the
proposed structure learning based denoising.

4.3 Model Analysis

4.3.1 Does all proposed components/strategies improve the overall efectiveness (Ablation Study)? To
answer this question, we surgically and progressively add the proposed modules to the base model and test the
performance of diferent architectures. According to the results listed in Table 6, we can observe that removing
any proposed component will lead to a performance drop. To be speciic, we have the following key observations:

• +BStruct, which means adding the base structure learning method without center-aware pooling for
structural pattern extraction. We leverage the structural representations to predict interaction weights
as in Section 2.2.1, and use these weights as the information gates to denoise user-item representation
learning in NGCF as in Section 2.2.2. The performance improvement w.r.t. R@20 and R@100 indicates that
structure learning is helpful for interaction reliability determination.

• +Ca, which means adding the multi-hierarchy center-aware pooling to +BStruct (c.f. Section 3.1.1). The
improvement demonstrates the merits of center-awareness and rationality of our analysis. Recall that the
neighborhood graphs of interactions of a particular user have overlapped structural patterns. Capturing
structural patterns related to the center interaction is the key to distinguishing diferent interactions of a
particular user for denoising.

ACM Transactions on Information Systems



SLED: Structure Learning based Denoising for Recommendation • 21

Fig. 4. Recommendation performance on non-noisy testing samples (with rating > three) across epochs.

• +ReL, which means further using the interaction reliability weights to denoise the recommendation
objective function (c.f. Section 3.2.3) besides denoising the user-item representation learning. Loss denoising
down-weights the efect of false-positive target interaction on the training of the recommendation model.
We observe a large-margin improvement, which further reveals the efectiveness of the structure-learning
based denoising.

4.3.2 Performance on Non-noisy/High-rating Recommendations. We refer to recommendations where
users will click the corresponding items and further give high ratings to these items after consumption as non-
noisy recommendations. Denoised models are expected to be less afected by noisy interactions in the historical
data, and make more non-noisy recommendations to users in the future. In this regard, we are interested in
whether SLED can improve the performance of non-noisy recommendations. In this regard, we take an in-depth
look at the evaluation results of testing samples with rating over three on the MovieLens and Amazon Beauty
datasets, and plot the testing performance of the NGCF base model and the SLED-enhanced version across
diferent training epochs in Figure 4. We can ind that:

• SLED consistently improves the Base model in diferent training epochs by a large margin. For instance, at
epoch 10, the SLED-enhanced model improves the base model from 0.171 → 0.304 on the MovieLens dataset
and 0.028 → 0.078 on the Amazon Beauty dataset, w.r.t. Recall@100. These results indicate that SLED can
help models to identify interactions that better relect users’ inherent interests, leading to more efective
users’ interest representations and more non-noisy recommendations. They demonstrate the efectiveness
of SLED in denoising implicit feedback in recommender systems and improving the recommendation
quality.

• We notice that base model takes nearly 100 epochs to have comparable performance to the performance of
the SLED-enhanced model at epoch 10. In other words, the SLED-enhanced model achieves fast conver-
gence, which is a critical merit in industrial recommender systems. We attribute the fast convergence to
that SLED helps the base model to quickly identify noisy interactions based on structural patterns at the
early stage of training. Then, by leveraging non-noisy interaction to represent users and items, and to train
the entire recommendation model, the base model could quickly improve its recommendation performance
without being afected by noisy data. Still, at convergence, the SLED-enhanced models achieve higher
performance than the Base model.
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Fig. 5. Case study on the neighborhood graphs of interactions with highest reliability weights (Top) and lowest reliability
weights (Botom) predicted by the base structure learning method without center-aware pooling, and center-aware structure
learning in SLED. We also report the ground-truth rating of the interaction-of-interest in bold. SLED determines the reliability
of interactions based on structural paterns related to the center interaction rather than all structural paterns in the
neighborhood graph. As such, although there are many connected components in B1* analogous to T1*/T2*/T3*, the center
interaction in B1* is regarded as noisy.

4.3.3 Case Studies. We are interested in whether center-aware structure learning and the interaction reliability
weight prediction can jointly discover useful structural patterns for denoising. Towards this end, we propose to
visualize the top three neighborhood graphs with the highest reliability weights and the bottom three with the
lowest reliability weights. As a comparison, we also visualize the results of the base structure learning method
without center-aware pooling. We mark the end nodes of the center interaction from which the neighborhood
graph is sampled in bold style. Based on the results depicted in Figure 5, we can see that:

• We ind that when the neighborhood graph has more connected components, the center interaction is
more likely to be determined as a non-noisy one, which is related to the indings in social networks [71].
In connected components, many users click the same item and many items are clicked by the same user,
indicating that users and items share similarities. The center interaction might be less noisy due to such
similarities in the neighborhood graph.

• An interesting inding is that the SLED with center-awareness regards the center interaction of neighbor-
hood graph �1∗ as a noisy interaction. The neighborhood graph �1∗ also has many connected components
similar to top-weighted neighborhood graphs� 1∗,� 2∗, and� 3∗. However, diferent from the top-weighted
neighborhood graphs, the connected components in �1∗ hardly include the center interaction as a member.
The center-aware structure encoder in SLED regards such connected components as structural patterns
unrelated to the center interaction and disregards them in determining the reliability of the center interac-
tion. In contrast, the base structure learning model without center-aware awareness assigns high reliability
weights to T2 and T3, which contain many connected components that do not include the center interaction
as a member. These results and the ablation study in Table 6 jointly demonstrate that SLED successfully
captures structural patterns related to the center interaction with multi-hierarchy center-aware pooling,
and eventually improves the recommendation performance by center-aware structure-based denoising.

• To further support our indings, we also report the ground-truth ratings of the interaction-of-interest. The
observations from these ratings are consistent to the above analysis and overall, SLED better captures the
reliability of interactions than the base structure learning model. These results further demonstrate the
rationality of our design.
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Table 7. Analysis of fine-tuning SLED on downstream datasets.

Datasets Methods R@20 R@60 R@100 N@20 N@100

MovieLens
Base model 11.19 23.76 33.79 4.41 8.41
SLED 11.37 24.92 34.55 4.46 8.57
SLED (ine-tuned) 11.38 24.87 34.95 4.52 8.71

Amazon
Base model 5.08 9.33 11.95 2.12 3.36
SLED 5.90 10.55 13.39 2.55 3.90
SLED (ine-tuned) 5.86 10.39 13.16 2.55 3.86

Table 8. Analysis of the choices of structure learning datasets.

Pretraining Datasets R@20 R@60 R@100 N@20 N@100
User Behavior + MIND 5.54 11.87 16.12 2.29 4.17
User Behavior 5.40 11.37 15.45 2.14 3.96
MIND 5.08 10.97 15.13 2.01 3.86

4.3.4 Structure fine-tuning on downstream datasets. We are interested in how ine-tuning SELD on
downstream recommendation datasets afects the model performance. According to the results listed in Table 7,
we observe that there is no signiicant performance change after ine-tuning where the performance is consistently
better than the base model. These results indicate the rationality of performing structure learning on large-scale
datasets, capturing basic and transferrable structural patterns for denosing recommendation.

4.3.5 Analysis of the structure learning datasets. We are interested in how using diferent structure learning
datasets afect thes the model performance. In this regard, we conduct an additional experiment to investigate the
impact of using just one dataset for structure learning as opposed to the two large-scale recommendation datasets
initially used in our study (cf. Table 8). Our indings from this new experiment are twofold: Firstly, we observed
that using both datasets for structure learning yielded consistently superior performance compared to using only
one. This could potentially be attributed to the enriched diversity in structures from diferent domains that are
introduced when multiple datasets are employed, leading to a greater generalization capacity for the structure
learning method. Secondly, we found that when a single dataset was used, the performance was generally better
when we used the larger dataset (User Behavior dataset) as compared to the smaller one (MIND dataset). This
suggests that the pretraining dataset size might contribute to the efectiveness of the structure learning process.

4.3.6 Analysis of choosing � in multi-hierarchy center-aware structural representation. We note that,
in SLED, multi-hierarchy center-aware structural representation is a critical component that captures structural
patterns particularly important to the edge of interest (c.f. Section 3.1). We are interested in how choosing a
ixed number and a dynamic number of structural patterns difer in performances. In this light, we vary �
in the range of {2, 4, 8, 16} and test the denoised recommendation performances on the Taobao user behavior
dataset. According to the results listed in Table 9, we observe that choosing a dynamic number of structural
patterns consistently outperforms choosing a ixed one with diferent � values. These results further demonstrate
the rationality of the SLED design in capturing multi-hierarchy structural patterns for center-aware structure
learning.

4.3.7 Evaluation on In-domain Downstream Datasets. The eicacy of SLED, when applied to datasets
featuring identical and independently distributed structures analogous to the pretraining datasets, is presented in
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Table 9. Comparison between fixed � and dynamic � in multi-hierarchy center-aware structural representations. � stands
for choosing dynamic � as illustrated in Section 3.1.1.

� R@20 R@60 R@100 N@20 N@100
� 5.54 11.87 16.12 2.29 4.17
2 5.02 10.66 15.24 2.10 3.91
4 5.32 11.15 15.31 2.08 3.85
8 5.12 11.45 15.24 2.03 3.85
16 5.27 11.50 15.56 2.10 3.93

Table 10. Evaluation on In-domain Downstream Datasets.

Downstream Datasets Models R@20 R@60 R@100 N@20 N@100

User Behavior
Base Model 3.99 8.03 11.37 1.67 2.97
SLED 5.54 11.87 16.12 2.29 4.17

MIND
Base Model 7.51 15.38 2.10 3.04 5.44
SLED 7.70 16.10 2.19 3.10 5.62

Table 10. In this study, we elected to jointly pretrain SLED using the User Behavior and MIND datasets, subse-
quently evaluating its capability to denoise recommendations within these individual datasets. Our observations
reveal that SLED’s performance excelled particularly in the User Behavior dataset, which contained a signiicantly
larger volume of interaction data during the pretraining phase, as compared to its performance on the MIND
dataset. This outcome corroborates our indings presented in Table 8, where excluding the User Behavior dataset
from the pretraining process resulted in a pronounced decline in performance metrics. A plausible explanation
for this observable trend could be that product click behavior in the e-commerce landscape may be inherently
more susceptible to noise in comparison to the consumption behavior on news platforms. As such, the process
of denoising could potentially yield substantial performance improvements. Despite these variations, SLED
consistently demonstrated a capacity to augment performance across both datasets, further evidencing its robust
efectiveness.

4.4 Performance on Highly Noisy Industrial Datasets

We introduce a noisy e-commerce dataset collected from Mobile Taobao from June 18 to June 23. Such a period
is one of the biggest annual product promotion festivals in China. The data statistics are listed in Table 1b.
This dataset can be noisy since the promotion strategies of the platform and sales strategies of shop owners
are external distractions for users, resulting in noisy interactions beyond users’ inherent interests. Moreover,
such strategies can vary signiicantly from day to day where overitting to noisy interactions will incur low-
quality recommendations in the following days. We are interested in whether SLED can successfully improve the
recommendation quality by denoising in such real-world industrial scenarios.
In this light, we train the base model (NGCF) and the SLED-enhanced model on the interaction data of the

irst day, and test their performance on the interaction data of the remaining four days respectively. We use ive
commonly used recommendation measurements which may help make a comprehensive analysis. Each metric is
computed on the top 20 items recommended by models, i.e., @20. The testing results are listed in Table 11. We
can ind that:

• Overall, the consistent performance improvement over the base model indicates that SLED can denoise
implicit feedback and be helpful for real-world industrial scenarios.
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Table 11. Results on a noisy industrial dataset collected during the period of a product promotion festival. By denoising
implicit feedback data in Day1, SLED captures users’ inherent interests that can generalize across days. Performance variance
across days is an indicator of model’s stability against noisy interactions. Rel. Dif. denotes the relative diference between
the metric values of SLED and the base models. Larger values are beter for all metrics except for Variance.

Model Testing Set Day2 Day3 Day4 Day5 Variance

Base model

Precision 0.0071 0.0061 0.0061 0.0038 1.9
Recall 0.0161 0.0146 0.0151 0.0124 2.4
NDCG 0.0303 0.0254 0.0286 0.0215 14.9
HitRate 0.0901 0.0754 0.0812 0.0626 132.9
AUC 0.5743 0.6085 0.6103 0.5999 274.9

+ SLED

Precision 0.0089 0.0088 0.0080 0.0064 1.3
Recall 0.0220 0.0211 0.0202 0.0191 1.6
NDCG 0.0385 0.0415 0.0384 0.0326 13.9
HitRate 0.1303 0.1304 0.1192 0.1040 155.2
AUC 0.6515 0.6819 0.6767 0.6824 214.6

%Rel. Dif. +29.4% +47.3% +31.4% +50.8% -15.4%

• Interestingly, the relative improvements over the base method in the distant future (i.e., 47.3%/31.4%/50.8%
improvement in day3/4/5) are overall larger than the improvements in the near future (i.e., 29.4% improve-
ment in day2). Intuitively, the promotion strategies are more likely to be similar on adjacent days (e.g.,
day1 and day2) than non-adjacent days (e.g., day1 and day5). These results provide evidence that the
base model without denoising overits to noisy interactions, hurting the generalization to remote days. In
contrast, by denoising, SLED captures inherent user interests that can generalize across days and yields
less performance drop than the base model in the distant future.

• We take the performance variance across days as an indicator of model stability [42] or robustness against
noisy interactions. In summary, SLED reduces the performance variance by 15.4%, which further demon-
strates that SLED achieves successful denoising and improves the generalization capability of models.

5 CONCLUSION AND FUTURE WORK

In this paper, we study how to denoise implicit feedback in recommender systems without external signals.
Analogous to indings in the social network, we reveal that the structural patterns are correlated with some
explicit feedback (i.e., users’ ratings on items). To capture such structural patterns, we propose the center-aware
structure learning on multiple large-scale recommendation datasets. For a given recommendation dataset, we
determine the reliability of interactions based on their related structural patterns. We leverage the predicted
reliability weights to denoise the user-item representation learning and the ranking objective function. We
conduct experiments on three real-world datasets and a noisy industrial dataset, validating the efectiveness of
SLED in denoising implicit feedback and improving the recommendation quality.
We believe the insights of SLED will inspire further research on improving the stability and robustness of

recommendation models. Capturing users’ inherent interests that could generalize across time and domains
is essential for recommender systems. There are more to explore in this direction. We plan to investigate the
intersection of generic stable prediction techniques [42, 43] and the proposed SLED framework in the future.
Another future work is to simplify the modeling of neighborhood graphs. For example, we will study whether
fast solutions exist for neighborhood graph sampling and center-aware structure encoding for edges. Lastly,
although we mainly evaluate the efectiveness of SLED in the matching stage of recommender systems, SLED is
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potentially applicable for the deep ranking stage with complex model architectures and various content features.
We will further explore it in the future.
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