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Abstract
The interpretability of AI is just as important as its performance. In the LegalAI 
field, there have been efforts to enhance the interpretability of models, but a trade-
off between interpretability and prediction accuracy remains inevitable. In this 
paper, we introduce a novel framework called LK-IB for compulsory measure pre-
diction (CMP), one of the critical tasks in LegalAI. LK-IB leverages Legal Knowl-
edge and combines an Interpretable model and a Black-box model to balance inter-
pretability and prediction performance. Specifically, LK-IB involves three steps: (1) 
inputting cases into the first module, where first-order logic (FOL) rules are used 
to make predictions and output them directly if possible; (2) sending cases to the 
second module if FOL rules are not applicable, where a case distributor categorizes 
them as either “simple” or “complex“; and (3) sending simple cases to an interpret-
able model with strong interpretability and complex cases to a black-box model with 
outstanding performance. Experimental results demonstrate that the LK-IB frame-
work provides more interpretable and accurate predictions than other state-of-the-art 
models. Given that the majority of cases in LegalAI are simple, the idea of model 
combination has significant potential for practical applications.

Keywords  Legal knowledge · Model combination · Compulsory measure 
prediction · Interpretability

1  Introduction

In recent years, Legal Artificial Intelligence (LegalAI) has emerged as a crucial tool 
for reducing the heavy and repetitive workload in the legal field. By leveraging arti-
ficial intelligence technology, LegalAI can assist with various legal tasks, includ-
ing judgment prediction, legal question answering, and more Zhong et  al. (2020). 
For example, previous studies have explored the use of LegalAI for judgment 
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prediction Liu and Chen (2018); Luo et al. (2017); Long et al. (2019) and legal ques-
tion answering Kim and Goebel (2017); Do et al. (2017); Fawei et al. (2019). These 
efforts have demonstrated the potential of LegalAI to enhance the efficiency and 
accuracy of legal processes.

Compulsory measure prediction (CMP) is a critical task in LegalAI as it aims to 
assist prosecutors (or judges, depending on the country) in determining whether a 
suspect should be detained or paroled. Detention is one of the harshest compulsory 
measures that can be imposed on a suspect, and it can result in a significant infringe-
ment of their personal freedom without trial. To safeguard the fundamental human 
rights of suspects, several research efforts have been conducted, such as the COM-
PAS Brennan et al. (2009) and FPRAI Cohen and Lowenkamp (2018) systems in the 
US. However, the task of CMP encounters different case information structures in 
different countries due to variations in legal systems Zhou et al. (2022). Therefore, 
methods designed for one country cannot be readily applied to another, highlighting 
the need for tailored approaches for each country.

China, being a heavily populated country, has a significant number of legal cases, 
making it imperative to assist prosecutors in determining the appropriate compul-
sory measure. However, there are limited studies relevant to CMP based on Chinese 
legal datasets. Therefore, this paper aims to fill this blank.

As depicted in Fig. 1, determining the appropriate compulsory measure requires 
prosecutors to take into account both the basic information of the suspect and the 
facts of the case. The suspect’s basic information usually includes criminal his-
tory and behavior after the crime. For instance, if there is evidence suggesting that 
the suspect intends to commit additional crimes or flee, the prosecutor may opt for 
detention. On the other hand, non-custodial measures such as parole may be more 
appropriate for monitoring suspects when the crime is less severe. In contrast, in 
charge prediction tasks, which are another important aspect of LegalAI, basic infor-
mation is typically disregarded.

The task of CMP can be abstracted as a text classification task, which is a classic 
problem in Natural Language Processing (NLP). However, it is crucial that the out-
put of CMP is interpretable, as imposing compulsory measures on suspects requires 
sufficient justification for both the individuals involved and the general public. 

Fig. 1   An example of CMP. Given the basic information and the fact description, the prosecutor should 
determine the compulsory measure. The three components can be objectively extracted from a legal doc-
ument with rules
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Firstly, adopting compulsory measures that restrict personal freedom, such as deten-
tion, has the potential to violate the fundamental human rights of suspects. There-
fore, it is essential to exercise caution when making decisions regarding such meas-
ures. Secondly, when predicting the type of compulsory measure, it is crucial to take 
into account the social risks posed by the suspects. This ensures that the measures 
imposed are appropriate and necessary for ensuring public safety.

In fact, because legal decisions have significant implications for human rights, 
there is an increasing need to improve the interpretability of LegalAI systems. To 
this end, researchers are now focusing on developing effective solutions to explain 
the predictions of these systems, rather than solely maximizing prediction accuracy 
Gan et al. (2021); Jiang et  al. (2018); Ye et al. (2018). However, there exists a trade-
off between explanation quality and prediction accuracy Wang and Lin (2021).

Therefore, we face two main challenges when designing a CMP model: (1) How 
can a highly accurate prediction model be developed that is suitable for the Chinese 
dataset, and (2) How can we improve the model’s interpretability without sacrificing 
too much accuracy?

In judicial practice, cases are often categorized as simple or complex by pros-
ecutors before making legal decisions. Prosecutors evaluate the simplicity of a case 
based on several criteria, such as the clarity of facts and the possibility of direct 
judgment in accordance with the law without extensive professional expertise. Sim-
ple cases can be resolved expeditiously, while complex cases require careful analy-
sis. By distinguishing between simple and complex cases and handling them sepa-
rately, efficiency can be improved, and the attention of case officers can be focused 
on complex cases.

Inspired by the model combinations Wang and Lin (2021); Madras et al. (2018) 
and the prosecutors’ decision-making process, in order to address the above chal-
lenges, we design a novel hybrid framework LK-IB by incorporating Legal Knowl-
edge and combining Interpretable and Black-box models to balance the accuracy 
and model interpretability in CMP. To represent the legal knowledge, we use the 
first-order logic (FOL); to combine the interpretable model and black-box model, 
we use a case distributor to categorize whether the case is “simple” or “complex“. 
Specifically, our framework consists of three steps: (1) if FOL rules can make a pre-
diction, the result will be output directly. (2) if not, the case distributor will send the 
case to the interpretable model or the black-box model. If the case is determined as 
a “simple case“, it will be sent to the interpretable model; otherwise, it will be deter-
mined as a “complex case” and will be sent to the black-box model. (3) The chosen 
model will make the prediction.

Meanwhile, we collect legal documents of indictments published on the official 
website of the Supreme People’s Prosecutor of China1 and construct a real-world 
dataset to validate this work.

The corpus used in this work is released by Chinese public authorities and has 
been anonymized wherever necessary. Therefore, our dataset does not involve 
any personal privacy. The experimental results on this real-world dataset show 

1  https://​www.​12309.​gov.​cn.
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that LK-IB achieves excellent accuracy compared to the state-of-the-art predic-
tion models while gaining better interpretability. Besides, intelligent prediction of 
legal decisions remains a sensitive technology, so it is worthwhile to investigate 
certain ethical considerations. The various methods currently proposed in Chi-
na’s LegalAI field aim to reduce the workload for legal professionals and improve 
their work efficiency rather than replacing humans Zhou et  al. (2022); Bi et  al. 
(2022); Wu et al. (2020). We make a detailed discussion in Sect. 5.

Our main contributions are summarized as follows: 

1.	 We investigated the problem of compulsory measure prediction (CMP) in China 
from the perspective of interpretability, and introduced the idea of model com-
bination into the CMP. As far as we know, no previous work did address the 
problem in the Chinese dataset.

2.	 We proposed a novel hybrid framework with legal knowledge injection (LK-IB) 
by simulating the prosecutors in the decision-making process. The LK-IB frame-
work firstly checks if the first-order logic (FOL) ruled can make the decision of a 
case, if not, it uses a case distributor to categorize whether the case is “simple” or 
“complex” and send the case to the interpretable model or the black-box model, 
respectively. Finally, the selected model will make the prediction.

3.	 We constructed a new dataset whose contents are produced by Chinese procu-
ratorial authorities. Experiments on the dataset validate the effectiveness of our 
proposed method in terms of both automatic metrics and human evaluation.

4.	 To motivate other scholars to investigate this novel but important problem, we 
will release the code and data.

The paper is structured as follows. Section  2 discusses the related work. The 
detail of our approach is introduced in Sect.  3. And in Sect.  4 we describe the 
dataset we constructed, and then we describe the experiments that we have con-
ducted for this study and report the results. Furthermore, we make an ethical dis-
cussion in Sect. 5. Finally, we conclude our work in Sect. 6.

2 � Related work

2.1 � Legal artificial intelligence

Legal artificial intelligence (LegalAI) has become an essential part of legal work, 
which aims to bring convenience to legal professionals and the general public. 
Many researchers have devoted considerable efforts to promote the development 
of LegalAI, and the tasks of LegalAI include: Legal Judgement Prediciton(LJP) 
Liu and Chen (2018); Luo et al. (2017); Long et al. (2019), Court View Genera-
tion Li and Zhang (2021), Legal Question Answering Kim and Goebel (2017); Do 
et al. (2017); Fawei et al. (2019) and so on. LJP task plays a key role in LegalAI, 
which aims to predict a legal case’s judgment based on a given text describing the 
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facts of the case. The LJP task usually includes three subtasks: charges predic-
tion, legal provisions recommendation and sentencing prediction Xu et al. (2020).

2.2 � Compulsory measure prediction

Compulsory measure prediction (CMP) aims to assist prosecutors (judges in some 
countries) to determine whether a suspect should be detained or paroled. Although 
it is also a text classification task, unlike the LJP task that usually only takes the fact 
description as the input, the compulsory measure prediction task requires the basic 
information and criminal history of the suspects as input as well.

Since the 1980s, there are worldwide research on quantitative assessment of the 
social danger of suspects Dionne (2013). In various European and American coun-
tries, the use of risk assessment instruments as an important basis for pre-trial deci-
sion-making has gradually become widespread Desmarais et al. (2021), and can be 
viewed as a special type of CMP task. For instance, in the United States, the deci-
sion to implement pre-trial detention on suspects is made by judges, and the COM-
PAS system Dieterich (2010) can assist judges in making pre-trial decisions by pre-
dicting the probability that a suspect will commit another crime. However, China’s 
pre-trial detention system differs significantly from those of European and American 
countries in several aspects. In China, compulsory measures are made by the pros-
ecutor, with judges serving as reviewers of the legality of the detention. Moreover, 
there is no mature quantitative assessment system in China. Thus, the CMP task is 
an innovation based on the unique judicial background of China, and therefore can-
not be directly compared with existing methods in other countries.

The task of CMP is the preorder task of LJP task, and pretrial detention has the 
potential to undermine the basic human rights of the suspect, so the interpretability 
of the prediction becomes more important.

2.3 � Interpretability in LegalAI

Nowadays, AI is contributing to accelerating the shift towards a more conveni-
ent and intelligent society. However, many AI-based systems are characterized by 
a black-box nature, which means that their predictions cannot be easily explained. 
This issue has given rise to a new field of research called explainable AI (XAI) Arri-
eta et al. (2020), which aims to make the results of AI systems more understandable 
to humans Adadi and Berrada (2018); Adler et al. (2016). Existing interpretability 
methods can be broadly classified into two types: intrinsic and post-hoc, depend-
ing on whether the interpretability method can be applied retroactively or proac-
tively (Madsen et  al. 2021). Intrinsic methods are inherently comprehensible to 
humans, and models with intrinsic interpretability are often referred to as “inter-
pretable models” or “white-box models“. XAI has the potential to bring significant 
benefits to a wide range of domains where interpretability is urgently needed. For 
instance, risk assessment tools have been used to predict an offender’s risk of future 
criminal behavior Miron et al. (2021); Singh and Mohapatra (2021). However, these 
tools often rely on algorithmic and data-driven decision-making, which has raised 
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concerns among the public regarding their lack of explainability and reliability 
(Peeters and Schuilenburg 2018; Chugh 2021).

There have been efforts to make LegalAI more explainable in recent works Yang 
et al. (2020); Liu et al. (2021). One approach involves incorporating first-order logic 
rules, which are comprehensible and often derived from domain knowledge, into 
the model. Another approach is to use attention mechanisms that generate attention 
weights, providing insights into the neural network’s reasoning behind its predic-
tions. These methods are often combined with black-box models to improve inter-
pretability. For example, Leilei Gan et al. Gan et al. (2021) represent legal knowl-
edge as a set of first-order logic rules and integrate them into a co-attention network, 
making the judgment prediction model more interpretable. Qiaoben Bao et al. Bao 
et al. (2019) propose an attention-based neural model that uses an attention matrix 
calculated from relevant articles to filter out irrelevant information in fact descrip-
tions. Nuo Xu et  al. Xu et  al. (2020) presents a novel attention mechanism for 
extracting key features to distinguish confusing law articles attentively. Currently, 
the concept of “knowledge-driven & data-driven” has emerged, and the above-men-
tioned works demonstrate that injecting legal knowledge can significantly enhance 
the performance of LegalAI systems.

2.4 � Hybrid models

Though many methods have been proposed to enhance our understanding of black-
box models, they often result in a degradation of prediction accuracy to varying 
degrees Branting et al. (2021); Hacker et al. (2020). In fact, intelligent systems still 
face the challenge of balancing interpretability and prediction performance, particu-
larly accuracy. However, there are a few works that focus on combining multiple 
models to tackle this dilemma. The core idea of hybrid models is to integrate an 
interpretable model with a pre-trained black-box model to leverage their strengths. 
David Madras et  al. proposed a joint decision-making framework that generalizes 
rejection learning by considering the influence of other models in the decision-mak-
ing process Madras et al. (2018). This framework has been shown to significantly 
improve the accuracy and fairness of the entire system. Tong Wang et al. proposed 
a hybrid predictive model and designed training algorithms to identify a subset of 
the data space where the interpretable model can substitute the black-box model, 
thereby achieving explainability at an acceptable cost in terms of prediction perfor-
mance Wang and Lin (2021). These works exemplify how combining interpretable 
and black-box models can yield promising results in mitigating the trade-off between 
interpretability and prediction accuracy. Further research in this area is warranted to 
advance the development of hybrid models and their potential applications in real-
world intelligent systems.

In real-world scenarios, there are cases where the type of necessary measures can 
be easily judged and considered as “simple cases” with obvious features, making 
them amenable to case diversion procedures. Our LK-IB is also partially inspired by 
the concept of hybrid models.
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3 � LK‑IB framework

In this section, we introduce our novel hybrid framework, named LK-IB, which 
stands for a framework that injects Legal Knowledge and combines an Interpretable 
model with a Black box model, as illustrated in Fig. 2. The proposed framework is 
designed to address the challenge in the CMP task. In judicial practice, cases are 
often categorized as simple or complex by prosecutors before making legal deci-
sions. Our approach is based on this observation and aims to improve interpreta-
bility without sacrificing prediction accuracy by differentiating between simple and 
complex cases. Interpretable models are sufficient to achieve high accuracy in pre-
dicting simple cases. Utilizing interpretable models for predicting simple cases can 
also enhance the interpretability of the prediction results. On the contrary, complex 
cases are more challenging to predict, necessitating the use of models with more 
complex algorithms to improve prediction accuracy.

We use the suspect’s basic information and case description as input, which is a 
word sequence x =

[
x1, x2, ..., xn

]
 , and the compulsory measure label y ( y�{0, 1} ) is 

a non-negative integer. Given x, we aim to predict y, where y = 0 represents parole 
and y = 1 represents detention.

Our approach comprises two modules LK and IB, representing the legal knowl-
edge injection and the model combination, respectively. For the first LK module, we 
use the First-Order Logic (FOL) rules to represent legal knowledge from the legal 
expert (e.g., the decision-making experience). The advantage of the LK module is 
that the prediction is based on the rules, so it’s accurate and explainable. Since it’s 
costly to design the FOL rules, it’s impossible to cover all the possible situations. 
In this paper, we pick the two most frequent charges as an attempt. For the cases 
not suitable for the LK module, we use the second IB module to make the predic-
tion. The IB module consists of a case distributor and two predictive models, one is 
an interpretable model (e.g., logistic regression) and the other is a black-box model 
(e.g., deep neural network).

Fig. 2   Our LK-IB framework, which consists of two modules: Legal Knowledge Module and Model 
Combination Module
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Overall, the prediction flow consists of three stages. (1) The case is sent to the 
LK module, if the FOL rule set is capable of producing a prediction, the result is 
generated. (2) The case is sent to the IB module. The case distributor classifies the 
case into two categories, “simple” or “complex“, based on its probability distribu-
tion. If the case is classified as simple, it is directed to the interpretable model; for 
cases deemed complex, it is directed to the black-box model. (3) In the final step, the 
selected model will make the prediction.

3.1 � Legal knowledge (LK) module

One of the key innovations in our work is the integration of legal knowledge into the 
LK module. Legal professionals possess extensive legal knowledge, accumulated 
through their experience in dealing with diverse cases. For instance, a suspect with a 
stable residence and employment, but charged with a minor offense, may be paroled 
by a prosecutor.

In order to represent such legal knowledge to the machine, we utilize the First-
Order Logic (FOL) rule. We leverage the power of conditional statements in FOL to 
capture crucial legal knowledge necessary for accurate predictions. The conditional 
statement is denoted as X → Y  , where X represents the precondition and Y repre-
sents the consequent. Preconditions can be expressed as conjunctions or disjunctions 
of variables, such as X1 ∧ X2 ∧ ... ∧ XN → Y  . All the preconditions in these FOL 
rules are the fundamental elements abstracted from relevant law articles.

According to Article 81 of the Criminal Procedure Law of The People’s Republic 
of China, the suspect shall be detained under these three circumstances: (1) there 
is evidence to prove the facts of a crime and a suspect, (2) the suspect may be sen-
tenced to imprisonment or a heavier punishment, (3) and the suspect has social 
harm. If the suspect does not pose a great danger to society, then he will be paroled. 
Since it’s costly to design FOL rules for all the cases, we chose the two most fre-
quent charges as an attempt: murder and drunk driving, and then formulated the 
legal knowledge as the following FOL rules K1 and K2:

where XREP is a variable representing if the suspect is a repeat offender, XJOB means 
if the suspect has a stable job, XDRINK and XDRIVE represent if he has drinking or 
driving behavior respectively.

where XMUR is a variable representing if the suspect has committed murder, XINJ 
means if the victim was injured, and XFIX represents if he has a fixed home.

As shown in Fig. 3, we utilize designed regular expressions to identify the rele-
vant constitutive elements in the documents. If the cases satisfy the conditions spec-
ified in the FOL rules, their compulsory measure prediction results can be deduced 
directly, and the interpretability can be achieved naturally.

However, though the LK module is based on legal knowledge and the output can 
be interpreted by the FOL rules, it’s notable that the prediction is not always precise 

K1 ∶ ¬XREP ∧ XJOB ∧ XDRINK ∧ XDRIVE → ¬Y

K2 ∶ XMUR ∧
(
XINJ ∨ XREP ∨ ¬XFIX

)
→ Y
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even if all the preconditions are met. The prediction needs to be reviewed by the 
human prosecutors before the final decision. We add a more detailed discussion in 
Sect. 5.

3.2 � Model combination (IB) module

3.2.1 � Case distributor

As the objectives of interpretability and prediction accuracy are often in competi-
tion, the IB module does not strive to achieve complete transparency in model pre-
diction. Instead, it aims to establish a collaborative approach between interpret-
able and black-box models, leveraging their strengths in different subsets of data. 
To achieve this, we design a case distributor that assists in dividing the data space, 
allowing the interpretable and black-box models to focus on specific subsets of data 
for subsequent training and inference. In this way, the interpretable and black-box 
models can become experts in different data spaces where they can attain various 
achievements.

Fig. 4 illustrates the concept of the case distributor. If we only use an interpret-
able model such as Logistic Regression (LR) for prediction, the red line represents 
the decision boundary learned by LR. Cases located away from the red line can be 
accurately predicted by the interpretable model, and their predictions can also be 
explained by the interpretable algorithm. However, the accuracy of cases that are 
located near the red line might not be guaranteed, as the decision boundary learned 
by the interpretable model may not be as accurate for complex cases. Consider-
ing the powerful learning ability of black-box models, they are more suitable for 
processing these cases, as they can learn a more accurate decision boundary that 
fits complex features. Therefore, cooperation between an interpretable model and 
a black-box model is needed. This collaborative approach allows us to leverage the 
strengths of both types of models and achieve improved accuracy and interpretabil-
ity in different data subsets.

Fig. 3   An illustration of the LK module
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The case distributor calculates the probabilities of a case in different categories 
to determine which category it belongs to. The case distributor separates each case 
by taking the suspect’s basic information and case description as input. If these 
probability values are very close, we can assume that the case is too complex to be 
judged by only interpretable models. So, we can divide the data space by utilizing a 
comprehensible model with set thresholds. The black-box model can focus on cases 
that are clustered badly. It’s notable that interpretable models have two uses in our 
framework: one for case distribution and one for predicting the results. We apply 
two interpretable models to realize these different uses, and the former one is taken 
as a “case distributor” because its prediction results are not used as the final output 
but for distinguishing whether a case is “simple” or “complex”. Then we use another 
interpretable model to make predictions for the simple cases. Significantly, users can 
select any interpretable model as the case distributor to identify simple cases. In this 
paper, we choose the logistic regression (LR) model as the case distributor.

Suppose [p+, p−] represents the probability distributions over these two types 
of compulsory measures, which is computed by the LR model. We set a threshold 
value � to divide the data space and decide which type the samples belong to. When 
‖p+ − p−‖ is larger than � , the case is classified as a “simple case” and it will be sent 
to the interpretable model for the next processing. On the contrary, when ‖p+ − p−‖ 
is smaller than � , the case is classified as a “complex case” and it will be entered to 
the black-box model.

(1)the type of case =

�
simple ‖p+ − p−‖ ≥ 𝜃

complex ‖p+ − p−‖ < 𝜃

Fig. 4   The data space partition in the IB module
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3.2.2 � Interpretable model

The choice of an interpretable model algorithm is crucial as it should be easily com-
prehensible for users to obtain meaningful explanations of prediction results. There-
fore, we continue to employ the logistic regression algorithm as the interpretable 
model for predicting compulsory measures for simple cases. However, it is notable 
that the logistic regression model that served as the interpretable model is not the 
same one that served as the case distributor.

As shown in Fig.  1, the input contains a fact description and the suspect’s 
basic information. We regard it as a word sequence, and the LR model aims 
to predict its corresponding compulsory measure y. Input the training dataset 
D =

{(
x1, y1

)
,
(
x2, y2

)
, ...

(
xn, yn

)}
 , where xi =

{
ai1, ai2, ai3, ..., aik

}
 is the word 

sequence of the i − th case,and xi consists of k words, aik means the k − th word in 
i − th word sequence xi . And yi ∈ {0, 1} is the compulsory measure prediction result 
of the i − th sample (0 represents that the suspect is paroled while 1 represents the 
detention). Features are extracted from the word sequences using TF-IDF Salton and 
Buckley (1988) vectorization, and suppose that v

i
 is the i − th sample’s representa-

tion. Compulsory measure probabilities are obtained as:

where w represents the weight vector in the LR model.
By Gradient Descent algorithm, we maximize the likelihood function L(w) to 

obtain optimal parameters:

3.2.3 � Black‑box model

Given that BERT Devlin et  al. (2018) has significantly advanced the state of the 
art in various NLP tasks, including applications in the LegalAI field Chalkidis 
et al. (2019); Vuong et al. (2022), some researchers have adopted BERT to achieve 

(2)v
i
= TF − IDF(xi)

(3)P(yi = 1‖v
i
) =

exp
�
w
T
v
i

�

1 + exp
�
w
T
v
i

�

(4)P(yi = 0‖v
i
) =

1

1 + exp
�
w
T
v
i

�

(5)L(w) =

n∑

i=1

[
yi
(
w
T
v
i

)
− log

(
1 + exp

(
w
T
v
i

))]

(6)ŵ = argmax

(
n∑

i=1

L(w)

)
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effective performance. In our module, we also utilize the BERT model as the black-
box model for predicting complex cases.

BERT utilizes transformers, which are attentive models capable of establishing 
relationships between words through an encoder for input and a decoder for out-
put. In contrast to traditional NLP models that process one word at a time, BERT 
takes the entire sentence at once to capture the pragmatic meaning hidden between 
the words. In our proposed model, we do not use BERT directly, but rather a fine-
tuned version in which all parameters are trained on our own dataset. The input 
consists of sentences containing fact descriptions and suspects’ basic information. 
These sentences are transformed into token sequences and corresponding padding 
mask vectors using the bert-base-chinese pre-trained model. Subsequently, the token 
sequences and padding mask vectors are fed into BERT for prediction. In the nota-
tion, h represents the final hidden state of the input, and W represents the trainable 
parameters during model training. A pooled module and a linear module are added 
on top of BERT to perform binary classification:

The loss function is a cross-entropy loss:

3.2.4 � Training strategy

The training strategy is illustrated in Algorithm  1. Firstly, all the training data is 
used to train a case distributor. Secondly, we use first-order rules to filter out cases 
whose prediction results can be inferred directly from legal knowledge. The remain-
ing cases in the training dataset are then inputted into the case distributor, which 

(7)P(y‖h) = sigmoid(Wh)

(8)Loss = −(y log (p) + (1 − y) log (1 − p))
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outputs the probability distribution on compulsory measures. Cases classified as 
“simple cases” are collected into a simple case subset for training the interpretable 
model in the IB module. Meanwhile, cases identified as “complex cases” by the case 
distributor are collected into a complex case subset for training the black-box model. 
Finally, the interpretable model and the black-box model complete their training 
process on their respective training sets.

4 � Experiment

In this section, we will provide a detailed description of the dataset that was con-
structed for our experiment, along with the necessary parameters used in our mod-
els. We will then compare the performance of our framework with baseline methods 
and conduct an analysis of the effects of each module in our framework.

4.1 � Dataset

The cases in our dataset were sourced from the official website of the Supreme Peo-
ple’s Procurator of China.

We process all samples in our dataset following these steps: (1) we filter out the 
documents that are void (e.g, basic information is missing). (2) we remove sensi-
tive information, such as names and other personally identifiable information, from 
the dataset to protect privacy. (3) we objectively split the remaining documents 
into three parts (e.g., basic information, fact description and compulsory measures) 
through the keywords. After these processing steps, we obtain a total of 119,744 
available items. In our experiments, all the baselines used in this paper are trained 
and tested on the same dataset. The training set consists of 110,000 samples, while 
the testing set contains 18,744 samples. On average, each case in the dataset con-
tains 168 sentences in the fact description and 163 sentences in the basic informa-
tion, as shown in Table 1.

The dataset is mainly from four representative provinces, namely Beijing, 
Guangdong, Zhejiang, and Yunnan, to represent the eastern, western, southern, 
and northern regions of China, respectively. Our dataset reflects the overall situa-
tion in China, as these regions have distinctive geographical, economic, and polit-
ical characteristics. For example, Zhejiang Province is at the forefront of judicial 
reform, and Guangdong Province has the highest GDP, while Yunnan Province has 
relatively lower economic development. Beijing is the nation’s capital. The varying 

Table 1   Statistics of dataset #Training set 110000
#Test set 18744

Avg. #tokens in basic information 163
Avg. #tokens in fact description 168
Detention rate 41.80%
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development situations of these regions lead to significant differences in detention 
rates of 25.3%, 51.6%, 35.3% and 46.1%, respectively, as shown in Fig. 5. Also, data 
from different provinces account for different percentages in our dataset, as shown 
in Fig. 5.

4.2 � Metrics and baselines

4.2.1 � Evaluation of prediction performance

The performance of the compulsory measure prediction task is measured by clas-
sification accuracy(ACC), precision(P), recall(R), and F1(F1). Considering that 
both the precision and recall are calculated according to a certain category which 
only represents a local effect, we average them at a macro level to evaluate the per-
formance of our model in a global aspect. The calculation is based on four indi-
cators: False Positive (FP) stands for the number of instances that are labeled as 
positive while they are negative; Accordingly, False Negative (FN) is the number of 
instances that are labeled as negative while they are positive. True Positive (TP) and 

Fig. 5   The detention rate and proportion of four regions
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True Negative (TN) represent the number of positive and negative instances that are 
correctly labeled, respectively. We adopt accuracy, precision, recall, and macro-F1 
as our evaluation metrics, all the formulas are defined as follows:

4.2.2 � Evaluation of case distributor

To evaluate the effectiveness of our case diversion approach, we employed an expert 
scoring method. We used our case distributor in LK-IB to generate simple and com-
plex case datasets. From each dataset, we randomly selected 200 cases to form a 
new evaluation dataset. We then invited three experts in the field of law to read the 
fact descriptions and suspects’ basic information of these cases. They evaluated the 
difficulty level of decision-making for each case on a scale of 0–10 and made judg-
ments on the final compulsory measures decision. If the manual evaluation results 
are consistent with the final results obtained by our framework, while ensuring a 
certain accuracy of compulsory measure prediction, it indicates that the case diver-
sion procedure is relatively effective.

4.2.3 � Baselines

In order to evaluate the prediction performance and interpretability of our LK-IB 
framework, we implemented several baselines to compare these two aspects.

•	 Naive Bayes Rish et  al. (2001): The naive Bayes classifier greatly simplifies 
learning by assuming that features are independent given class. We implement a 
Naive Bayes text classifier with word-level TF-IDF features.

•	 Decision Tree Safavian and Landgrebe (1991): The most important feature of 
Decision Tree classifiers is their capability to break down a complex decision-
making process into a collection of simpler decisions, thus providing a solution 
that is often easier to interpret.

•	 KNN Peterson (2009): K-nearest-neighbor (KNN) classification was developed 
from the need to perform discriminant analysis when reliable parametric esti-
mates of probability densities are unknown or difficult to determine.

•	 Logistic Regression MN and Basheer (2003): Logistic regression is a widely 
used statistical modeling technique with high interpretability, and we implement 
a Logistic Regression classifier with word-level TF-IDF features.

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
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•	 FastText Joulin et al. (2017): FastText is defined as a light weight model, which 
classifies by simply adding the word vectors as the text feature.

•	 Att-BiLSTM Zhou et  al. (2016): Att-BiLSTM (Attention-Based Bidirectional 
Long Short-Term Memory Networks) utilizes BiLSTM with an attention mecha-
nism, which can automatically focus on the words that have a decisive effect on 
classification, to capture the most important semantic information in a sentence.

•	 DPCNN Johnson and Zhang (2017): DPCNN (Deep Pyramid Convolutional 
Neural Networks) is a wide and effective Convolutional Neural Network for deep 
text classification at the word-level. It is mainly composed of the region embed-
ding layers and convolution blocks.

•	 BERT Devlin et al. (2018): BERT (Bidirectional Encoder Representations from 
Transformers) is a transformers model pre-trained on a large corpus of data in a 
self-supervised fashion. And we also conducted ablation studies with the settings 
as follows:

•	 LK-IB w/o FOL: w/o FOL means we remove the FOL rules, and only keep the 
model combination of the interpretable model and the black-box model with a 
case distributor.

•	 LK-IB with different threshold: we set different thresholds to the case distribu-
tor, named LK-IB0.999, LK-IB0.99, and LK-IB0.9, which represent the thresh-
old of 0.999, 0.99, and 0.9, respectively.

4.3 � Experimental details

To handle the case documents written in Chinese without spaces between words, 
we utilize the JIEBA tool for Chinese word segmentation. After segmentation, we 
apply the TF-IDF algorithm to map the segmented words into vector matrices for 
the case distributor and the interpretable model. Specifically, we use the TfidfVec-
torizer from the sklearn library to implement this approach.

In our experiments, we use BERT pre-trained models as black-box models, and 
the input texts are segmented into character units. We set the maximum sentence 
length to 256 characters, and any excess characters are removed. For training, we 
use the Adam optimizer Kingma and Ba (2014) with a learning rate of 3e−5 , and 
we set the batch size to 16 for all black-box models. We train each black-box model 
for 3 epochs. In order to evaluate the prediction performance and interpretability of 
our LK-IB framework, we implemented several baselines. The parameter settings for 
all interpretable and black box models in the baseline model are consistent with the 
above.

4.4 � Experimental results

4.4.1 � Accuracy of compulsory measure prediction

For the CMP task, Table  2 summarizes the overall performance of our LK-IB 
framework and other baselines on our dataset. We also examine the effectiveness of 
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different components and investigate the effect of different thresholds set by the case 
distributor on the accuracy rate through ablation experiments. Since some machine 
learning models are characterized by greater simplicity and comprehensibility, they 
are considered as intrinsically interpretable models, including Naive Bayes, Deci-
sion Tree, KNN, and Logistic Regression. On the contrary, most neural network 
models show excellent predictive performance but are also characterized by greater 
complexity, and therefore are identified as black-box models, including FastText, 
Att-BiLSTM, DPCNN, and BERT. Overall, the prediction performance of LK-B 
whose threshold achieves the best performance on our dataset as indicated by all of 
the evaluation metrics. Specifically, we have several observations:

•	 Our proposed LK-IB framework achieves the best performance on the task 
of compulsory measures prediction, with an accuracy of 98.09%, which is an 
improvement of 7.51% on average compared to the four interpretable models, 
and 0.265% higher on average compared to the four black-box models. The 
results for other evaluation metrics, such as precision, recall, and F1-score, also 
demonstrate the effectiveness of our proposed framework.

•	 It is evident that black-box models exhibit superior predictive performance com-
pared to interpretable models, despite their lack of interpretability. Additionally, 
BERT stands out as the best-performing model among all the baselines, with the 
highest precision at 98.00% and an accuracy that is only slightly lower than our 
framework. Among the interpretable models, Logistic Regression demonstrates 
better performance compared to Naive Bayes, Decision Tree, and KNN. In the 
following ablation studies, we adapt both BERT and Logistic Regression as the 
black-box and interpretable prediction models, respectively, in our LK-IB frame-
work.

All of the above experiments demonstrate that the injection of legal knowledge 
benefits our framework in terms of both interpretability and prediction accuracy. 

Table 2   The compulsory measures prediction results on our dataset. The bold values represent the best 
performance exhibited by all models in the experiment, i.e. the maximum values of ACC, P, R, and F1 
across all models

ACC (%) P (%) R (%) F1 (%)

Interpretable models Naive bayes 87.02 86.75 87.85 86.91
Decision tree 94.26 94.17 93.97 94.07
KNN 85.44 85.35 84.41 84.79
Logistic regression 95.61 95.36 95.61 95.48

Black-box models FastText 97.66 97.56 97.62 97.59
Att-BiLSTM 97.87 97.77 97.82 97.80
DPCNN 97.77 97.66 97.74 97.70
BERT 98.00 98.00 97.87 97.93

Hybrid framework LK-IB 98.09 98.00 98.06 98.03
LK-IB w/o FOL 96.52 96.24 95.68 95.95
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Furthermore, the combination of IM and BM results in more explainable predictions 
without significantly sacrificing accuracy.

4.4.2 � Evaluation of case distributor

Table  3 shows the expert scores of simple and complex cases as judged by our 
framework, based on the ratings provided by three legal experts. The average score 
for simple cases is 2.05, while the average score for complex cases is 8.03. This indi-
cates that our case diversion approach is effective in distinguishing between simple 
and complex cases, because its classification results align with the experts’ cognitive 
understanding in the legal domain.

4.4.3 � Ablation study

We conducted ablation experiments to demonstrate the effectiveness of FOL and 
hybrid models respectively in our proposed LK-IB framework.

First, as shown in Table 2, the accuracy of LK-IB is 1.57% higher than LK-IB 
w/o FOL. The only variable in this comparison is whether FOL is introduced. 
Consequently, the result indicates the effectiveness of FOL for case diversion and 
inference.

Second, as shown in Table 2, the accuracy of LK-IB w/o FOL is 96.52%, which is 
1.48% lower than that of the single BERT model. This observation confirms that the 
design of hybrid models can improve interpretability without sacrificing too much 
accuracy, making it a promising approach for achieving a balance between accuracy 
and interpretability in CMP task.

Finally, we intend to explore the impact of different thresholds on LK-IB’s pre-
dictive performance. We set the diversion thresholds of LK-IB at 0.999,0.99 and 0.9 
respectively. When the threshold of the case distributor is set differently while keep-
ing the total training sample size fixed, the division of the training set will also vary. 
A higher threshold value means a higher standard for a sample to be classified as a 
simple case. As a result, the training dataset for the black-box model (BM) in LK-IB 
will be larger, and the training dataset for the interpretable model (IM) in LK-IB 
will be smaller, as shown in Table 4. We can see that the accuracy of LK-IB whose 
threshold is 0.999 is the highest, the predictive accuracy improves as the diversion 

Table 3   The expert scores for 
evaluating case diversion effect

Difficult Level

Simple cases subset Complex 
cases 
subset

Expert 1 1.98 8.45
Expert 2 2.14 7.42
Expert 3 2.02 8.23
Average 2.05 8.03
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threshold gets higher. On the other hand, once the threshold setting is higher, the 
number of simple cases classified by case distributor will decrease, which means the 
number of explainable cases will decrease.

4.4.4 � Impact of hyper‑parameters

Our framework has an important hyper-parameter: the set threshold in the case dis-
tributor. Here, we study the impact of this hyper-parameter on the performance of 
our model. Following the approach used in Wang and Lin (2021), we adopt the defi-
nition that the transparency of a hybrid model f =< fl, fb > on Dtotal is the percent-
age of data processed by fl (where Dtotal represents the total number of data sam-
ples in the dataset, and fl and fb represent the interpretable model and the black-box 
model, respectively). It’s worth mentioning that in our framework, there are some 
samples that are inferred by First-Order Logic (FOL), and FOL can also be viewed 
as an interpretable model. Hence, fl refers to both FOL and the logistic regression 
(LR) model in our framework. The transparency is computed by:

where DFOL means the sample subset inferred by FOL and DLR represents the sam-
ple subset predicted by LR model.

Figure 6 shows the trade-off between transparency and predictive accuracy of all 
hybrid models in our experiment. It appears that when the threshold set in the case 
distributor is closer to 1, the accuracy of LK-IB increases while the transparency 
decreases. This could be because a higher threshold results in more samples being 
processed by the black-box model. As a result, finding a middle ground where par-
tial transparency and good predictive performance can coexist is possible, and users 
can adjust the threshold in the case distributor based on their desired level of trans-
parency and tolerance for loss in prediction accuracy. In our experiments, we set the 
threshold to 0.999, as it results in the best accuracy for our framework while still 
maintaining an acceptable level of interpretability. This allows us to compare our 
framework with the baselines in a consistent manner.

transparency =
DFOL + DLR

Dtotal

Table 4   The division of training data under different thresholds

The thresh-
old value (d)

Size of 
simple case 
set

 Size of 
complex case 
set

ACC​ Size of cases predicted by LK module Total size

0.9 57914 13371 97.59% 38715 1100000
0.99 32547 38738 98.03%
0.999 19403 51882 98.09%
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4.4.5 � Experimental results on different regions

To check the suitability of the database we built for training the model, we analyzed 
the prediction accuracy of the data from different provinces in the test data, and the 
results are shown in Table 5. It can be seen that although the detention rate varies 
from province to province, the accuracy rate reaches over 96% in different prov-
inces, proving that our dataset can train models with high generalization ability.

4.4.6 � Case study

In this section, we choose a representative example of a simple case from our exper-
iment, in order to provide an intuitive illustration of how the interpretable model in 
LK-IB works for compulsory prediction. As shown in Fig. 7, the shade of color of 
the text directly reflects the weight value of each word trained in the interpretable 
model. Words with a darker background color indicate higher weights.

The content of the case demonstrates that the suspect has a regular place of resi-
dence, pleads guilty, and accepts punishment voluntarily, despite the fact that his 
breach of traffic laws resulted in the victim’s death. According to the law, this case 
does not meet the requirements for detention, and the prediction result given by the 
interpretable model is parole. From Fig.  7, we can observe that the interpretable 
model is able to capture key facts and relevant information about the suspects, which 
are important for determining the final compulsory measures. Based on this, we 
have reason to believe that the prediction results obtained by the interpretable model 
are explainable, as the rationale and prediction result provided by the interpretable 
model are consistent with real legal scenarios.

Fig. 6   The trade-off between transparency and accuracy of hybrid models. The X-aris represents the 
transparency, and the Y-aris represents the accuracy on the test set

Table 5   The prediction accuracy 
of the data from different 
regions

Zhejiang Guangdong Beijing Yunnan

ACC​ 96.94% 98.48% 96.72% 98.75%
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5 � Ethical discussion

Because compulsory measures are closely tied to the basic human rights of suspects, 
any subtle miscalculation may trigger serious consequences. For example, the FOL 
rules are not precise for all situations, even if all the preconditions are met, a suspect 
still has the possibility to be paroled by the prosecutors in the real world. Thus, ethi-
cal issues require further investigation.

First of all, we want to emphasize that the aim of the proposed models is not to 
replace humans but to inform and enhance the decision-making processes of pros-
ecutors. The role of prosecutors in ensuring fairness and justice remains critical, as 
they will review the results generated by the algorithm as a final safeguard. Thus, the 
potential bias in the model (e.g., job bias and residence bias) can be finally addressed 
by human prosecutors. In fact, many models proposed in the field of LegalAI prior 
to this were aimed at providing a reference for humans rather than replacing human 
judgment Zhou et al. (2022); Bi et al. (2022).

In the future, we will strive to train more impartial computational models by 
removing potentially discriminatory data items from the training data and replacing 
them with neutral alternatives Bolukbasi et al. (2016), or by utilizing causal infer-
ence mechanisms Wu et al. (2020) to identify and mitigate confounding variables. 
These measures will reduce the potential biases in the model.

6 � Conclusion

In this paper, we investigate the compulsory measure prediction (CMP) task in 
China from the perspective of interpretability. We propose a novel hybrid frame-
work named LK-IB for the CMP task, which leverages legal knowledge and model 
combination. Specifically, we first translate the legal knowledge into the first-order 
logic(FOL) rules. Then, if the compulsory measure can’t be predicted by the FOL 
rule, LK-IB will use a case distributor to categorize whether the case is “simple” 

Fig. 7   Visualization of words’ weight in a simple case, which can be viewed as the explanation of the 
interpretable model
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or “complex”. Finally, an interpretable model will predict the results for the simple 
cases and a black-box model will predict the results for the complex case.

We collect legal documents from the website of the Supreme People’s Prosecutor 
of China and construct a novel dataset to conduct the experiment. Our experimental 
results show that LK-IB improves the interpretability of prediction results without 
sacrificing too much accuracy. Ultimately, our framework has practical usefulness in 
real legal scenarios.

In future research, we aim to improve our proposed framework in four ways. (1) 
First, we will comprehensively consider making case diversion more precise by 
carefully selecting case distributors and investigating how different types of distribu-
tors affect case prediction results. We plan to design more detailed legal knowledge 
graphs to optimize case diversion and make it more appropriate for real-world judi-
cial scenarios. (2) Second, we will explore how to enhance the interpretability of 
complex cases by utilizing tools such as attention mechanisms Du et al. (2019) and 
causal inference Kuang et al. (2020). This will enable us to provide more transparent 
and understandable explanations for the predictions made by our model. (3) Third, 
we propose to extend the case diversion idea presented in this paper to a wider range 
of judicial scenarios, including civil case judgments, which constitute a significant 
portion of simple cases. Moreover, our approach is not limited to judicial prediction 
tasks; it can also be applied to court’s view generation Wu et al. (2020) for simple 
cases, while leaving trial reasons of complex cases to judges or more sophisticated 
computational models, thereby significantly enhancing trial efficiency. (4) Fourth, 
we will focus on improving our database by incorporating more complex cases, 
such as those involving multiple suspects and the combined use of different coercive 
measures. These cases present greater challenges in terms of predictive accuracy and 
interpretability. Besides, we will remove potentially discriminatory data items from 
the training data and replace them with neutral alternatives, and then strive to train 
more impartial computational models. These improvements will further enhance the 
effectiveness, interpretability, and applicability of our framework in real-world legal 
scenarios.

Appendix A: Relevant Law Articles

Here we provide with some relevant law articles in Criminal Procedure Law of the 
People’s Republic of China, which the prosecutor must following when making a 
decision on compulsory measures.

•	 Article 67 A people’s court, a people’s prosecutor, and a public security author-
ity may grant bail to a suspect or defendant under any of the following circum-
stances: (1) the suspect or defendant may be sentenced to supervision without 
incarceration, limited incarceration, or an accessory penalty only; (2) the suspect 
or defendant may be sentenced to fixed-term imprisonment or a heavier penalty 
but will not cause danger to the society if granted bail; (3) the suspect or defend-
ant suffers a serious illness, cannot take care of himself or herself or is a preg-
nant woman or a woman who is breastfeeding her own baby, and will not cause 
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danger to the society if granted bail; or (4) The term of custody of the suspect or 
defendant has expired but the case has not been closed, and a bail is necessary. 
Bail shall be executed by a public security authority.

•	 Article 72 The authority deciding on a bail shall decide the amount of a bond 
after fully considering the need to ensure normal legal proceedings, the danger 
of the person to be bailed to the society, the nature and circumstances of the 
case, the gravity of the possible punishment, the financial condition of the person 
to be bailed, and other factors.

•	 Article 80 The arrest of a suspect or defendant must be subject to the approval 
of a people’s prosecutor or a decision of a people’s court and be executed by a 
public security authority.

•	 Article 81 Where there is evidence to prove the facts of a crime and a suspect or 
defendant may be sentenced to imprisonment or a heavier punishment, if residen-
tial confinement is insufficient to prevent any of the following dangers to soci-
ety, the suspect or defendant shall be arrested: (1) the suspect or defendant may 
commit a new crime; (2) there is an actual danger to national security, public 
security, or social order; (3) the suspect or defendant may destroy or forge evi-
dence, interfere with the testimony of a witness, or make a false confession in 
collusion; (4) the suspect or defendant may retaliate against a victim, informant, 
or accuser; or (5) the suspect or defendant attempts to commit suicide or escape. 
In the process of approving or deciding an arrest, the nature and circumstances 
of the suspected crime, the admission of guilt, and the acceptance of punishment, 
among others, of a suspect or defendant shall be considered as factors of a pos-
sible danger to the society. Where there is evidence to prove the facts of a crime 
and a suspect or defendant may be sentenced to fixed-term imprisonment of 10 
years or a heavier punishment or there is evidence to prove the facts of a crime 
and a suspect or defendant who once committed an intentional crime or has not 
been identified may be sentenced to imprisonment or a heavier punishment, the 
suspect or defendant shall be arrested. Where a suspect or defendant waiting for 
trial on bail or under residential confinement seriously violates the provisions on 
bail or residential confinement, the suspect or defendant may be arrested.
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