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Abstract

Offline multi-agent reinforcement learning (MARL) aims
to learn effective multi-agent policies from pre-collected
datasets, which is an important step toward the deployment of
multi-agent systems in real-world applications. However, in
practice, each individual behavior policy that generates multi-
agent joint trajectories usually has a different level of how
well it performs. e.g., an agent is a random policy while other
agents are medium policies. In the cooperative game with
global reward, one agent learned by existing offline MARL
often inherits this random policy, jeopardizing the perfor-
mance of the entire team. In this paper, we investigate of-
fline MARL with explicit consideration on the diversity of
agent-wise trajectories and propose a novel framework called
Shared Individual Trajectories (SIT) to address this problem.
Specifically, an attention-based reward decomposition net-
work assigns the credit to each agent through a differentiable
key-value memory mechanism in an offline manner. These
decomposed credits are then used to reconstruct the joint of-
fline datasets into prioritized experience replay with individ-
ual trajectories, thereafter agents can share their good trajec-
tories and conservatively train their policies with a graph at-
tention network (GAT) based critic. We evaluate our method
in both discrete control (i.e., StarCraft II and multi-agent par-
ticle environment) and continuous control (i.e., multi-agent
mujoco). The results indicate that our method achieves sig-
nificantly better results in complex and mixed offline multi-
agent datasets, especially when the difference of data quality
between individual trajectories is large.

Introduction
Multi-agent reinforcement learning (MARL) has shown its
powerful ability to solve many complex decision-making
tasks. e.g., game playing (Samvelyan et al. 2019). How-
ever, deploying MARL to practical applications is not easy
since interaction with the real world is usually prohibitive,
costly, or risky (Garcıa 2015), e.g., autonomous driving
(Shalev-Shwartz, Shammah, and Shashua 2016). Thus of-
fline MARL, which aims to learn multi-agent policies in the
previously-collected, non-expert datasets without further in-
teraction with environments, is an ideal way to cope with
practical problems.
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Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

(a) Single agent data
agent!
Episode 1 1/2K K

Low-quality agent trajectory 
generated by random policies

Multi-agents share a total reward 
at each timestep of each episode

Medium-quality agent trajectory
generated by medium policies

1 1/2K K
agent!

agent"

agent#

Episode

ICQ (exchange)

Online medium joint policy 
(agent-wise balanced)
Online random joint policy 
(agent-wise balanced)

ICQ Ours

(Online)

(b) Single agent data
(Offline)

(c) Multi-agent data
(Offline)

(d) Multi-agent data
(Offline, balanced)

(e) Multi-agent data
(Offline, imbalanced)

(f) Episode return in 3z_vs_5z
map of StarCraft II

Ep
is

od
e 

re
tu

rn

Hundred step

agent!
Episode 1 1/2K K

1 1/2K K
agent!

agent"

agent#

Episode 1 1/2K K
agent!

agent"

agent#

Episode Behavior (agent-wise imbalanced)

Figure 1: (a)∼(e) Data composition of data replay in
episodic online/offline RL/MARL, where the online learn-
ing agents in (a) and (c) are assumed to be medium policies.
(f) Episode return in 3z vs 5z map of StarCraft II with the
offline data structure of (e).

Recently, Yang et al. (2021) first investigated offline
MARL and found that multi-agent systems are more sus-
ceptible to extrapolation error (Fujimoto, Meger, and Precup
2019), i.e., a phenomenon in which unseen state-action pairs
are erroneously estimated, compared to offline single-agent
reinforcement learning (RL) (Fujimoto, Meger, and Precup
2019; Kumar et al. 2019; Wu, Tucker, and Nachum 2019;
Kumar et al. 2020; Fujimoto and Gu 2021). Then they pro-
posed implicit constraint Q-learning (ICQ), which can effec-
tively alleviate this problem by only trusting the state-action
pairs given in the dataset for value estimation.

In this paper, we point out that in addition to extrapolation
error, the diversity of trajectories in the offline multi-agent
dataset also deserves attention since the composition of this
dataset is much more complex than its single-agent version.
For better illustration, we briefly summarize the data qual-
ity of data replay in episodic online/offline RL/MARL as is
shown in Figure 1. In online settings, since the data replay is
updated rollingly based on the learning policy, the quality of
all data points is approximately the same as is shown in Fig-
ure 1(a) and Figure 1(c), where line connections in Figure
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1(c) represent multi-agent systems only provide one global
reward at each timestep of each episode. In offline settings,
there is no restriction on the quality of collected data, thus
the single-agent data replay usually contains multi-source
and suboptimal data as is shown in Figure 1(b). Figure 1(d)
directly extends the offline single-agent data composition to
a multi-agent version. However, in practical tasks, each in-
dividual trajectory in an offline multi-agent joint trajectory
usually has a different data quality, as is shown in Figure
1(e). For example, consider the task that two robotic arms
(agents) work together to lift a large circular object, and the
reward is the height of the center of mass. Suppose that two
workers operate two robotic arms simultaneously to collect
offline data, but they have different levels of proficiency in
robotic arm operation. The offline joint data generated in this
case is an agent-wise imbalanced multi-agent dataset.

To investigate the performance of the current state-of-
the-art offline MARL algorithm, ICQ, on the imbalanced
dataset, we test it on the 3s vs 5z map in StarCraft II
(Samvelyan et al. 2019). Specifically, as is shown in Fig-
ure 1(f), we first obtain random joint policy (violet dotted)
and medium joint policy (red dotted) through online train-
ing, and then utilize these two joint policies to construct
an agent-wise imbalanced dataset with the data structure of
Figure 1(e). We can observe that the performance of ICQ
(green) is lower than that of the online medium joint pol-
icy (red dotted), as agent1 and agent2 may inherit the ran-
dom behavior policies that generate the data. One might at-
tempt to solve this issue of ICQ by randomly exchanging
local observations and actions among agents, so that agent1
and agent2 can share some medium-quality individual tra-
jectories of agent3. Unfortunately, the performance of this
alternative (orange) is similar to ICQ, since the proportion
of the medium-quality individual data in the data replay does
not change under the constraint of the total reward.

In this paper, we propose a novel algorithmic framework
called Shared Individual Trajectories (SIT) to address this
problem. It first learns an Attention-based Reward Decom-
position Network with Ensemble Mechanism (ARDNEM),
which assigns credits to each agent through a differentiable
key-value memory mechanism in an offline manner. Then
these credits are used to reconstruct the original joint tra-
jectories into Decomposed Prioritized Experience Replay
(DPER) with individual trajectories, thereafter agents can
share their good trajectories and conservatively train their
policies with a graph attention network based critic. Ex-
tensive experiments on both discrete control (i.e., StarCraft
II and multi-agent particle environment) and continuous
control (i.e., multi-agent mujoco) indicate that our method
achieves significantly better results in complex and mixed
offline multi-agent datasets, especially when the difference
of data quality between individual trajectories is large.

Related Work
Offline MARL. Recently, Yang et al. (2021) first explored
offline MARL and found that multi-agent systems are more
susceptible to extrapolation error (Fujimoto, Meger, and Pre-
cup 2019) compared to offline single-agent RL (Fujimoto,
Meger, and Precup 2019; Kumar et al. 2020; Fujimoto and

Gu 2021), and then they proposed implicit constraint Q-
learning (ICQ) to solve this problem. Jiang and Lu (2021a)
investigated the mismatch problem of transition probabili-
ties in fully decentralized offline MARL. However, they as-
sume that each agent makes the decision based on the global
state and the reward output by the environment can accu-
rately evaluate each agent’s action. This is fundamentally
different from our work since we focus on the partially ob-
servable setting in global reward games (Chang, Ho, and
Kaelbling 2003), which is a more practical situation. Other
works (Meng et al. 2021; Jiang and Lu 2021b) have made
some progress in offline MARL training with online fine-
tuning. Unfortunately, all the existing methods neglect to in-
vestigate the diversity of trajectories in offline multi-agent
datasets, while we take the first step to fill this gap.

Multi-agent credit assignment. In cooperative multi-
agent environments, all agents receive one total reward. The
multi-agent credit assignment aims to correctly allocate the
reward signal to each individual agent for a better groups’
coordination (Chang, Ho, and Kaelbling 2003). One popular
class of solutions is value decomposition, which can decom-
pose team value function into agent-wise value functions in
an online fashion under the framework of the Bellman equa-
tion (Sunehag et al. 2018; Rashid et al. 2018; Yang et al.
2020b; Li et al. 2021). Different from these works, in this
paper, we focus on explicitly decomposing the total reward
into individual rewards in an offline fashion under the re-
gression framework, and these decomposed rewards will be
used to reconstruct the offline prioritized dataset.

Experience replay in RL/MARL. Experience replay, a
mechanism for reusing historical data (Lin 1992), is widely
used in online RL (Wang et al. 2020a). Many prior works re-
lated to it focus on improving data utilization (Schaul et al.
2016; Zha et al. 2019; Oh et al. 2020). e.g., prioritized ex-
perience replay (PER) (Schaul et al. 2016) takes temporal-
difference (TD) error as a metric for evaluating the value of
data and performs importance sampling according to it. Un-
fortunately, this metric fails in offline training due to severe
overestimation in offline scenarios. In online MARL, most
works related to the experience replay focus on stable de-
centralized multi-agent training (Foerster et al. 2017; Omid-
shafiei et al. 2017; Palmer et al. 2018), but these methods
usually rely on some auxiliary information, e.g., training it-
eration number, timestamp and exploration rate, which often
are not provided by the offline settings. SEAC (Christianos,
Schäfer, and Albrecht 2020) proposed by Christianos et al.
is most related to our work as it also shares individual trajec-
tories among agents during online training. However, SEAC
assumes that each agent can directly obtain a local reward
and does not consider the importance of each individual tra-
jectory. Instead, we need to decompose the global reward
into local rewards in an offline manner, and then determine
the quality of the individual trajectory based on the decom-
posed rewards for priority sampling.

Preliminaries
A fully cooperative multi-agent task in the global reward
game (Chang, Ho, and Kaelbling 2003) can be described as
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Figure 2: Overall framework of Shared Individual Trajectories (SIT) in offline MARL

a Decentralized Partially Observable Markov Decision Pro-
cess (Dec-POMDP) (Oliehoek and Amato 2016) consisting
of a tuple 〈N,S,A, T ,R,O,Ω, γ〉. Let N represent the num-
ber of agents and S represent the true state space of the envi-
ronment. At each timestep t ∈ Z+ of episode k ∈ Z+, each
agent i ∈ N ≡ {1, . . . , n} takes an action ai ∈ A, forming
a joint action a ∈ A ≡ An. Let T (s′|s,a) : S ×A → S
represent the state transition function. All agents share the
global reward function r(s,a) : S ×A→ R and γ ∈ [0, 1)
represents the discount factor. Let J represent the type of
agent i, which is the prior knowledge given by the environ-
ment (Wang et al. 2020b; Yang et al. 2020a). All agent IDs
belonging to type J are denoted as j ∈ J, where J represents
the set of IDs of all agents isomorphic to agent i (including
i). We consider a partially observable setting in which each
agent receives an individual observation oi ∈ Ω according to
the observation function O(s, a) : S × A → Ω. Each agent
has an action-observation history τi ∈ T ≡ (Ω×A)

t, on
which it conditions a stochastic policy πi (ai|τi). Following
Gronauer (2022), we focus on episodic training in this paper.

Methodology
In this section, we propose a new algorithmic frame-
work called Shared Individual Trajectories (SIT) in offline

MARL, which can maximally exploit the useful knowledge
in the complex and mixed offline multi-agent datasets to
boost the performance of multi-agent systems. SIT consists
of three stages as shown in Figure 2: Stage I: learning an
Attention-based Reward Decomposition Network with En-
semble Mechanism (ARDNEM). Stage II: reconstructing
the original joint offline dataset into Decomposed Prioritized
Experience Replay (DPER) based on the learned ARDNEM.
Stage III: conservative offline actor training with a graph at-
tention network (GAT) based critic on DPER.

Attention-Based Reward Decomposition Network
with Ensemble Mechanism
It is a non-trivial problem to evaluate the behavior of in-
dividual trajectories in an offline dataset under the global
reward games since only one total reward can be accessed
in this case. We propose a reward decomposition network,
as is shown in Figure 2(a), to solve this problem. Specif-
ically, the individual reward rt,ki at timestep t of episode
k can be approximately estimated from the local observa-
tion ot,ki and action at,ki through the reward network fi.
i.e., rt,ki = fi(o

t,k
i , at,ki ). In order to learn the contribu-

tion weight λt,ki of each individual reward rt,ki to the total
reward, we use the attention mechanism (i.e., the differen-
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tiable key-value memory model (Oh et al. 2016)) to achieve
this goal. That is, we first encode the global state st,k and lo-
cal observation-action pair (ot,ki , at,ki ) into embedding vec-
tors et,ks and et,ki with two multi-layer perceptrons (MLPs)
respectively, then we pass the similarity value between the
global state’s embedding vector et,ks and the individual fea-
tures’ embedding vector et,ki into a softmax

λt,ki ∝ exp((et,ks )TWT
q Wke

t,k
i ) , (1)

where the learnable weight Wq and Wk transform et,ks and
et,ki into the query and key. Thus the estimated total reward
r̂t,ktot at each timestep t of episode k can be expressed as

r̂t,ktot =
N∑
i=1

λt,ki rt,ki =
N∑
i=1

λt,ki · fi(o
t,k
i , at,ki ) . (2)

Since misestimated individual rewards will have a large
impact on agent learning, we want to obtain the uncertainty
corresponding to each estimated value for correcting sub-
sequent training. Following Chua et al. (2018), we intro-
duce ensemble mechanism (Osband et al. 2016) to meet this
goal. i.e.,M decomposition networks are learned simultane-
ously. Finally, our Attention-based Reward Decomposition
Network with Ensemble Mechanism (ARDNEM) w.r.t. pa-
rameters ψ can be trained on the original joint offline dataset
with the following mean-squared error (MSE) loss

LMSE(ψ) =
1

M

M∑
m=1

(
N∑
i=1

λt,ki,m · fi,m(ot,ki , at,ki )− rt,ktot

)2

,

(3)
where rt,ktot represents the true total reward in the offline
dataset. In practice, the reward network parameters of dif-
ferent agents are shared for the scalability of our method.

Decomposed Prioritized Experience Replay
As is shown in Figure 2(b), after ARDNEM is learned, we
can use it to estimate individual rewards for all local tra-
jectories. Specifically, since ARDNEM adopts the ensemble
mechanism, we take the mean of M model output λt,ki,mr

t,k
i,m

as the estimation of the weighted individual reward r̂t,ki :

r̂t,ki =
1

M

M∑
m=1

λt,ki,mr
t,k
i,m . (4)

Its corresponding variance is defined as the uncertainty ût,ki
of the model prediction:

ût,ki =

√√√√ 1

M

M∑
m=1

(
λt,ki,mr

t,k
i,m − r̂

t,k
i

)2
. (5)

To maximally exploit the useful knowledge in the data
replay, we need a metric to distinguish the importance of
each data. Many previous works in online RL do this through
temporal-difference (TD) error (Schaul et al. 2016; Zha et al.
2019; Oh et al. 2020). However, the value function suf-
fers from severe overestimation in offline settings (Fujimoto,

Meger, and Precup 2019), thus TD error is not an ideal
choice. In this paper, considering that offline datasets are
static and limited, we believe that high-quality data should
be valued. Therefore, we use Monte Carlo return ĝt,ki to
measure the importance (or quality) of the data at each
timestep t of episode k:

ĝt,ki =
T∑
t=t′

γt−t
′
r̂t,ki , (6)

where γ represents discounted factor.
After the above efforts, each episode k in the original joint

trajectories (i.e., {ot,k1 , at,k1 , ot+1,k
1 , . . . , ot,kN , at,kN , ot+1,k

N ,

st,k, st+1,k, rt,ktot}t=1,...,T ) can be decomposed to the agent-
wise individual trajectories (i.e., {{ot,ki , at,ki , ot+1,k

i ,ot,k−i,

r̂t,ki , ût,ki , ĝt,ki }t=1,...,T }i=1,...,N), where ot,k−i represents all
local observations except for agent i. We then store all these
individual trajectories into single/multiple Decomposed Pri-
oritized Experience Replay (DPER) according to their agent
type. Since we train multi-agent policies in an episodic man-
ner, the mean of Monte Carlo return ĝt,ki for each episode
k is used as the sampling priority p̂ki = 1

T

∑T
t=1 ĝ

t,k
i . To

trade off priority sampling and uniform sampling, we use a
softmax function with a temperature factor α to reshape the
priorities in the decomposed dataset:

pki =
ep̂

k
i /α∑K

j∈J,k e
p̂kj /α

, (7)

where J represents the set of IDs of all agents isomorphic to
agent i (including i). Temperature factor α determines how
much prioritization is used, with α → ∞ corresponding to
the uniform sampling.

In practice, considering the large gap in rewards for differ-
ent environments, all sampling priority p̂ki are linearly scaled
to a uniform range, allowing our method to share the same
temperature factor α across environments. Meanwhile, we
use the sum-tree (Schaul et al. 2016) as the storage structure
of DPER to improve the sampling efficiency.

Conservative Policy Learning with GAT-Based
Critic
In this subsection, we will use the obtained type-wise DPER
for multi-agent policy learning under the centralized train-
ing decentralized execution (CTDE) paradigm. As is shown
in Figure 2(c), the input of the centralized critic for each
agent i consists of local information and global information.
Specifically, the former includes the local action-observation
history τ t,ki = (ot,ki , at−1,ki ) (Peng et al. 2021) and cur-
rent action at,ki of each agent i. We encode them into the
local embedding vector et,ki,local with two MLPs flocal. i.e.,
et,ki,local = flocal(τ

t,k
i , at,ki ). The latter includes local obser-

vations of all agents (ot,ki ,ot,k−i). We construct these observa-
tions as a fully connected graph and aggregate the global em-
bedding vector et,ki,global via a graph attention network (GAT)
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StarCraft II (SC II)
Behavior BC QMIX MABCQ MACQL ICQ Ours

Low
Quality

2s vs 1sc 2.8 3.2±1.2 1.1±0.0 1.7±0.0 4.5±0.1 4.4±0.1 10.5±0.4
3s vs 5z 2.9 2.9±0.4 2.3±0.2 4.5±0.2 4.5±0.1 5.2±0.1 11.1±0.8

2s3z 3.2 3.1±1.7 2.6±0.0 4.7±0.7 5.7±0.4 9.1±0.3 12.3±1.6
8m 3.1 3.1±0.2 2.0±0.6 5.7±1.2 2.5±0.6 5.5±0.5 10.8±0.4

1c3s5z 5.5 5.9±0.8 2.4±1.9 8.4±1.2 6.1±1.2 9.4±0.0 13.7±0.3
10m vs 11m 3.8 4.2±0.7 0.7±0.5 4.3±1.8 5.2±0.1 8.0±0.2 12.3±0.7

Medium
Quality

2s vs 1sc 9.8 9.8±0.2 3.6±1.6 6.6±1.6 9.8±0.1 10.2±0.0 16.5±1.8
3s vs 5z 7.0 7.6±0.4 2.6±1.6 5.8±0.8 8.8±1.4 13.5±1.2 17.8±1.5

2s3z 7.0 7.1±0.3 2.3±0.5 5.8±1.2 7.1±0.5 9.1±0.3 14.8±0.3
8m 9.8 9.6±0.3 2.4±0.0 4.0±1.6 10.5±1.2 13.4±0.6 14.8±1.1

1c3s5z 10.3 10.0±0.1 8.1±1.6 11.8±2.0 10.1±0.2 12.7±0.3 15.4±0.4
10m vs 11m 9.2 9.2±0.3 1.7±0.4 3.5±0.6 9.5±0.5 10.6±0.4 13.6±1.3

Multi-agent Particle Environment (MPE)
Behavior BC QMIX MABCQ MACQL ICQ Ours

Low
Quality

CN 3ls3l -157.7 161.1±4.2 -231.9±3.0 -174.3±22.7 -217.2±18.1 -117.8±11.5 -92.4±7.2
CN 4ls4l -278.4 -274.7±6.0 -316.4±17.3 -194.5±8.3 -300.5±7.3 -231.4±2.2 -120.7±13.3
PP 3p1p -249.5 -253.7±10.8 -336.9±22.9 -239.9±32.3 -326.5±18.6 -227.7±6.7 -105.6±9.0

Medium
Quality

CN 3ls3l -107.4 -111.0±1.8 -256.1±3.9 -107.3±13.9 -231.9±13.2 -83.0±3.2 -54.5±2.9
CN 4ls4l -166.2 -161.4±5.4 -290.0±5.3 -146.0±8.3 -282.8±14.0 -184.6±10.2 -72.3±2.3
PP 3p1p -155.4 -156.2±7.3 -296.6±28.8 -230.2±27.9 -272.5±14.4 -158.6±5.2 -80.4±4.7

Multi-Agent mujoco (MAmujoco)
Behavior BC FacMAC MABCQ MACQL ICQ Ours

Low
Quality

HalfCheetah 2l -110.5 -110.3±1.1 -152.5±18.5 -100.9±2.8 -70.8±29.1 -109.3±3.1 -0.3±0.1
Walker 2l -21.6 -27.9±12.4 -34.3±10.3 -28.7±14.0 16.8±39.1 -21.2±8.5 105.8±20.8

Medium
Quality

HalfCheetah 2l 41.7 45.3±5.4 -95.3±45.6 64.9±15.0 20.3±34.7 50.4±18.9 164.1±13.0
Walker 2l 71.6 80.3±19.9 -11.7±5.7 87.0±17.1 41.0±21.9 75.8±12.5 167.1±36.6

Table 1: The mean and variance of the episodic return on agent-wise imbalanced multi-agent datasets of various maps.

(Veličković et al. 2018), as

wt,ki,j =
exp(LeakyReLU(W T

2 [W1o
t,k
i ;W1o

t,k
j ]))∑

k∈N exp(LeakyReLU(W T
2 [W1o

t,k
i ;W1o

t,k
k ]))

et,ki,global =
∑
j∈N w

t,k
i,jW1o

t,k
j ,

(8)
where W1 and W2 represent the learnable weights in GAT.
(·)T represents transposition. [·; ·] represents concatenation
operation. Then, the centralized critic of each agent i can be
expressed as Qi(τ

t,k
i , at,ki ,ot,k−i) = fagg([et,ki,local; e

t,k
i,global]),

where fagg represents the aggregation network with two
MLPs. In order to simplify the expression, we denote the
critic of agent i as Qi in our subsequent description.

To alleviate the severe extrapolation error in offline agent
learning, we plug the filtering mechanism of CRR (Wang
et al. 2020c) into individual policy learning. This method
can implicitly constrain the forward KL divergence between
the learning policy and the behavior policy, which is widely
used in offline single-agent learning (Wang et al. 2020c; Nair
et al. 2020; Gulcehre et al. 2021) and multi-agent learning
(Yang et al. 2021). Formally, suppose that the type of agent
i is J , and its corresponding DPER is denoted as BJ . All
agent IDs belonging to type J are denoted as j ∈ J. The
priority-based sampling strategy in this dataset is denoted as
PJ . When the data at timestep t of episode k is sampled, the
actor πi w.r.t. parameters θi and critic Qi w.r.t. parameters

φi of agent i is trained as follows

Lcritic(φi) = EPJ (BJ )

[
η

ût,ki(j)

(
r̂t,ki(j) + γQ′i −Qi

)2]
(9)

Lactor(θi) = EPJ (BJ )

[
− η

ût,ki(j)

eQi/β

Z
Qi|a=at,k

i(j)

]
, (10)

where (·)(·)i(j) indicates that although the original data is sam-
pled from the trajectory of agent j, it is used for training the
network of agent i. Q′i represents target critic. eQi/β/Z is
the filtering trick in CRR, where Z is the normalization co-
efficient within a mini-batch and β is used to control how
conservative the policy update is. The uncertainty 1/ût,k(·) in-
dicates that policy learning should value individual rewards
r̂t,ki(j) that are precisely estimated, since a small ût,k(·) means
that the reward network has high confidence for the corre-
sponding predicted reward. η is used to control the impor-
tance weight of the uncertainty on actor-critic learning.

Experiments
In this section, we first introduce the data generation method
for agent-wise imbalanced multi-agent datasets in StarCraft
II (Samvelyan et al. 2019), multi-agent particle environment
(MPE) (Lowe et al. 2017) and multi-agent mujoco (MAmu-
joco) (Peng et al. 2021). Then, We evaluate our method SIT
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(e) Priority distribution in DPER - type s
(low-quality dataset of 2s3z)

(f) Priority distribution in DPER - type z
(low-quality dataset of 2s3z)
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Figure 3: Intermediate results of ARDNEM and DPER modules on 2s3z datasets.

on these datasets. Finally, we conduct analytical experiments
to better illustrate the superiority of our method.

Data Generation for Agent-Wise Imbalanced
Multi-Agent Datasets
We construct the agent-wise imbalanced multi-agent
datasets based on six maps in StarCraft II and three maps
in MPE for discrete control, and two maps in MAmujoco
for continuous control. In order to obtain diverse behavior
policies for generating these imbalanced datasets, we first
online train the joint policies based on QMIX (Rashid et al.
2018) (discrete) or FacMAC (Peng et al. 2021) (continu-
ous) in each environment and store them at fixed intervals
during the training process. Then, these saved joint policies
are deposited into random, medium and expert policy pools
according to their episode returns. Since the policy levels
among the individual agents during online training are bal-
anced (e.g., the policy level of each individual agent in a
medium joint policy is also medium), we can directly sam-
ple the required individual behavior policies from different
policy pools to generate the agent-wise imbalanced datasets.

For the convenience of expression, each dataset is rep-
resented by the type and policy level corresponding to
all individual behavior policies. e.g., in 3s vs 5z map of
StarCraft II, the agent-wise imbalanced multi-agent dataset
100%[sr1, s

m
2 , s

e
3] indicates that the policy levels of three

Stalkers (agents) that generate this data are random, medium
and expert, respectively. In practice, since we are interested
in non-expert data, we generate low-quality and medium-
quality agent-wise imbalanced datasets based on the average
episode return for all environments

Evaluation on Agent-Wise Imbalanced
Multi-Agent Datasets
We compare our proposed method against QMIX (dis-
crete), FacMAC (continuous), behavior cloning (BC), multi-

agent version of BCQ (Fujimoto, Meger, and Precup 2019)
(MABCQ) and CQL (Kumar et al. 2020) (MACQL), and
existing start-of-the-art algorithm ICQ (Yang et al. 2021).
The value decomposition structure of MABCQ and MACQL
follows Yang et al. (2021). To better demonstrate the effec-
tiveness of our method, we employ the find-tuned hyper-
parameters provided by the authors of BCQ and CQL.

Table 1 shows the mean and variance of the episodic re-
turn of different algorithms with 5 random seeds on tested
maps, where the result corresponding to Behavior represents
the average episode return of the offline dataset. It can be
found that our method significantly outperforms all base-
lines in all maps and is even 2x higher than the existing
start-of-the-art method ICQ in some maps (e.g., low-quality
dataset based on 3s vs 5z in StarCraft II, medium-quality
dataset based on CN 3p1p in MPE and all datasets in MA-
mujoco), which demonstrates that our method can effec-
tively find and exploit good individual trajectories in agent-
wise imbalanced multi-agent datasets to boost the overall
performance of multi-agent systems. Note that since the on-
line algorithm QMIX or FacMAC cannot handle the extrap-
olation error in offline scenarios, its performance is much
lower than other methods.

A Closer Look at SIT
ARDNEM and DPER are two important modules of our
SIT. The former is used to estimate individual rewards,
and the latter constructs type-wise prioritized experience re-
plays. To better demonstrate the effectiveness of our method,
we investigate two questions: 1) Can the learned ARD-
NEM correctly decompose the global reward into indi-
vidual rewards? and 2) Can the priority in DPER accu-
rately reflect the quality of individual trajectories? To an-
swer these two questions, we show some intermediate re-
sults of our method on medium-quality and low-quality
datasets of 2s3z, where the composition of the former is
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(c) Evaluation on agent-wise balanced multi-agent(a) Ablation study for stage I and stage III
(low-quality dataset of 2s3z)

(b) Ablation study for stage II
(extreme low-quality dataset of 2s3z) datasets with different data quality (2s3z)
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Figure 4: Ablation experiments and the performance on agent-wise balanced datasets.
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Figure 3(a) illustrates the decomposed weighted reward
r̂, estimated by ARDNEM (denoted as WR in the legend)
during training on the medium-quality dataset. We can ob-
serve that s1’s reward (red) is lower than s2’s reward (vio-
let), and z1’s reward (blue) is lower than z2’s reward (or-
ange) and z3’s reward (green). This decomposition result of
ARDNEM agrees with our expectation because all individ-
ual trajectories of s1 and z1 are generated by random behav-
ior policies, while the individual trajectories of other agents
are generated by expert behavior policies. Figure 3(d) illus-
trates the decomposed weighted reward on the low-quality
dataset. Similarly, the comparisons also agree with the in-
tended decomposition we desire to achieve.

Since 2s3z map has two types of agents, we store the indi-
vidual trajectories of each agent into the corresponding pri-
oritized experience replays by their type. For the medium-
quality dataset, Figure 3(b) and Figure 3(c) show the prior-
ity distribution of all individual trajectories in each priori-
tized experience replay. It demonstrates that most individual
trajectories of s1 have lower priority than s2, while z1 has
lower priority than z2 and z3. This comparison is fully con-
sistent with the quality of the individual trajectories, which
indicates the priorities in DPER is as intended. Figure 3(e)
and Figure 3(f) draw similar conclusions on the low-quality
dataset. A deeper look into Figure 3(f) finds that the prior-
ity distribution has multiple modals, which indicates that it
correctly captures the distribution of the quality even when
the variance of the quality is large. e.g., 50% zr2 + 50% zm2
(orange).

Analytical Experiment
We conduct some analytical experiments to better under-
stand our proposed method. All experiments are evaluated
on the low-quality dataset of 2s3z unless otherwise stated.

Ablation study. Figure 4(a) illustrates the ablation study
about stage I and stage III, where ‘(w/o decom)’ repre-
sents that the critic of each agent is directly trained based
on the total reward without decomposition. ‘(w/o atten-
tion)’ represents that the weight λ of each estimated re-

ward is always equal to 1 instead of a learnable value.
‘(w/o ensemble)’ removes the ensemble mechanism. ‘(w/o
GAT)’ removes the GAT aggregation. The result shows
that each part is important in our SIT. To better illus-
trate the role of priority sampling in stage II, we con-
struct an extreme low-quality dataset based on 2s3z, i.e.,
99.5%[sr1, s

r
2, z

r
1, z

r
2, z

r
3] + 0.5%[sr1, s

m
2 , z

r
1, z

m
2 , z

m
3 ]. The re-

sult in Figure 4(b) shows that the priority sampling in stage
II plays a key role when the good individual trajectories are
sparse in the dataset.

Evaluation on agent-wise balanced multi-agent datasets.
To evaluate the performance of our method on agent-wise
balanced multi-agent datasets, we generate datasets with
random, medium and expert quality on the 2s3z for eval-
uation. Figure 4(c) shows our method can achieve similar
performance to ICQ on these datasets and is significantly
higher than other baselines, which indicates that our method
can still work well in agent-wise balanced datasets.

Computational complexity. According to the experi-
ments, the running time of Stage I (supervised learning) is
only 10% of ICQ as it does not contain some complex calcu-
lation operations (e.g. CRR trick) during gradient backprop-
agation. The running time of Stage II is negligible (about
10s) as it only needs the inference of the ARDNEM. The
running time of Stage III is similar to ICQ.

Conclusion
In this paper, we investigate the diversity of individual
trajectories in offline multi-agent datasets and empirically
show the current offline algorithms cannot fully exploit
the useful knowledge in complex and mixed datasets. e.g.,
agent-wise imbalanced multi-agent datasets. To address this
problem, we propose a novel algorithmic framework called
Shared Individual Trajectories (SIT). It can effectively de-
compose the joint trajectories into individual trajectories, so
that the good individual trajectories can be shared among
agents to boost the overall performance of multi-agent sys-
tems. Extensive experiments on both discrete control (i.e.,
StarCraft II and MPE) and continuous control (i.e., MAmu-
joco) demonstrate the effectiveness and superiority of our
method in complex and mixed datasets.
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