
Stable Prediction with Model Misspecification and Agnostic Distribution Shift

Kun Kuang1,2(kunkuang@zju.edu.cn),  Ruoxuan Xiong3,  Peng Cui2,  Susan Athey3,  Bo Li2

1Zhejiang University, 2Tsinghua University, 3Stanford University

INTRODUCTION

PROBLEM

METHOD
Biased Training Data

…

Unknown Test Data

Traditional
Predictive Model

Important 
Predictors

EXPERIMENTS

Experiments on Synthetic Data
Generating S and V:

Generating Y:

Generating Distributional Shift:
Varying P(Y|V) with bias rate r:
• r > 1: positive correlation between V and Y
• r < 1: negative correlation between V and Y

Air quality prediction

Experiments on Real World Data

Air quality prediction across different States in U.S.

Unstable prediction of traditional predictive model, WHY?
 Model misspecification and correlation based

• Spurious correlation (Unexplainable)
 Agnostic distribution shift

• Variant of spurious correlation (Unstable)

Human like thinking: What cause the object to be a dog?
Suppose 𝑋𝑋 = {𝑆𝑆,𝑉𝑉}, and the label 𝑌𝑌 = 𝑓𝑓 𝑆𝑆 + 𝜀𝜀
We define 𝑆𝑆 as stable features and 𝑉𝑉 as unstable features
Assumption 1: 𝑃𝑃(𝑌𝑌|𝑆𝑆) is invariant across environments
Assumption 2: All stable features 𝑆𝑆 are observed

Model misspecification: ignoring non-linear term 𝑔𝑔(𝑺𝑺)

𝛽̂𝛽𝑉𝑉𝑂𝑂𝑂𝑂𝑂𝑂 is biased if                                                        in Eq. (4), 
leading to the biased estimation on 𝛽̂𝛽𝑆𝑆𝑂𝑂𝑂𝑂𝑂𝑂 in Eq. (5)

Air quality prediction

Spurious Correlation between S and V might vary across environments,
resulting in unstable prediction across unknown environments. 

Solution: precisely estimate the �𝛽𝛽𝑉𝑉𝑂𝑂𝑂𝑂𝑂𝑂 by removing spurious correlation

Let

Decorrelated
Weighted
Regression
(DWR)

Variables decorrelation regularizer

Making variable independent by sample reweighting:
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